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Preface to the third edition

When the first edition of this book was published in 2000, the assessment of quality
of life (QoL) as an important outcome in clinical trials and other research studies was,
at best, controversial. More traditional endpoints were the norm — measures such as
disease status, cure and patient’s survival time dominated in research publications.
How times have changed. Nowadays it is generally accepted that the patients’ per-
spective is paramount, patient representatives are commonly involved in the design
of clinical trials, and patient-reported outcomes (PROs) have become recognised as
standard outcomes that should be assessed and reported in a substantial proportion of
trials, either as secondary outcomes or, in many instances, as a primary outcome from
the study. Indeed, in 2000 the term ‘patient-reported outcome’ hardly existed and the
focus at that time was on the ill-defined but all embracing concept of ‘quality of life’.
Now, we regard QoL as but one PRO, with the latter encompassing anything reported
by ‘asking the patient’ — symptoms such as pain or depression, physical or other func-
tioning, mobility, activities of daily living, satisfaction with treatment or other aspects
of management, and so on. Drug regulatory bodies have also embraced PROs and QoL
as endpoints, while at the same time demanding higher standards of questionnaire
development and validation.

In parallel with this, research into instrument development, validation and applica-
tion continues to grow apace. There is increasing recognition of the importance of
qualitative methods to secure a solid foundation when developing new instruments,
and a corresponding rigour in applying and reporting qualitative research. In parallel,
a major radical shift towards using item response theory both as a tool for developing
and validating new instruments and as the basis of computer-adaptive tests (CATs).
Many of the major research groups have been developing new CAT instruments for
assessing PROs, and this new generation of questionnaires are becoming widely avail-
able for use on computer tablets and smart-phones.

Analysis, too, has benefited in various ways for the increased importance being
attached to PROs — two examples being (i) methods for handling missing data and
in particular reducing the biases that can arise when data are missing, and (ii) greater
rigour demanded for the reporting of PROs.

As a consequence of these and many other developments, we have taken the oppor-
tunity to update many chapters. The examples, too, have been refreshed and largely
brought up-to-date, although some of the classic citations still stand proud and have
been retained. A less convenient aspect of the changes is, perhaps, the resultant increase
in page-count.
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We continue to be grateful to our many colleagues — their continued encouragement
and enthusiasm has fuelled the energy to produce this latest edition; Mogens Groen-
vold in particular contributed to the improvement of Chapter 3.

Peter M. Fayers and David Machin
September 2015



Preface to the second edition

We have been gratified by the reception of the first edition of this book, and this new
edition offers the opportunity to respond to the many suggestions we have received
for further improving and clarifying certain sections. In most cases the changes have
meant expanding the text, to reflect new developments in research.

Chapters have been reorganised, to follow a more logical sequence for teaching.
Thus sample size estimation has been moved to Part C, Clinical Trials, because it is
needed for trial design. In the first edition it followed the chapters about analysis where
we discussed choice of statistical tests, because the sample size computation depends
on the test that will be used.

Health-related quality of life is a rapidly evolving field of research, and this is illus-
trated by shifting names and identity: quality of life (QoL) outcomes are now also com-
monly called patient- (or person-) reported outcomes (PROs), to reflect more clearly
that symptoms and side effects of treatment are included in the assessments; we have
adopted that term as part of the subtitle. Drug regulatory bodies have also endorsed
this terminology, with the USA Food and Drug Administration (US FDA) bringing out
guidance notes concerning the use of PROs in clinical trials for new drug applications;
this new edition reflects the FDA (draft) recommendations.

Since the first edition of this book there have been extensive developments in item
response theory and, in particular, computer-adaptive testing; these are addressed in a
new chapter. Another area of growth has been in systematic reviews and meta-analysis,
as evinced by the formation of a Quality of Life Methods Group by the Cochrane Col-
laboration. QoL presents some particular challenges for meta-analysis, and this led us
to include the final chapter.

We are very grateful to the numerous colleagues who reported finding this book use-
ful, some of whom also offered constructive advice for this second edition.

Peter M. Fayers and David Machin
June 2006



Preface to the first edition

Measurement of quality of life has grown to become a standard endpoint in many
randomised controlled trials and other clinical studies. In part, this is a consequence
of the realisation that many treatments for chronic diseases frequently fail to cure, and
that there may be limited benefits gained at the expense of taking toxic or unpleasant
therapy. Sometimes therapeutic benefits may be outweighed by quality of life consid-
erations. In studies of palliative therapy, quality of life may become the principal or
only endpoint of consideration. In part, it is also recognition that patients should have
a say in the choice of their therapy, and that patients place greater emphasis upon non-
clinical aspects of treatment than healthcare professionals did in the past. Nowadays,
many patients and patient-support groups demand that they should be given full infor-
mation about the consequences of their disease and its therapy, including impact upon
aspects of quality of life, and that they should be allowed to express their opinions.
The term quality of life has become a catch-phrase, and patients, investigators, funding
bodies and ethical review committees often insist that, where appropriate, quality of
life should be assessed as an endpoint for clinical trials.

The assessment, analysis and interpretation of quality of life relies upon a variety
of psychometric and statistical methods, many of which may be less familiar than
the other techniques used in medical research. Our objective is to explain these tech-
niques in a non-technical way. We have assumed some familiarity with basic statistical
ideas, but we have avoided detailed statistical theory. Instead, we have tried to write a
practical guide that covers a wide range of methods. We emphasise the use of simple
techniques in a variety of situations by using numerous examples, taken both from the
literature and from our own experience. A number of these inevitably arise from our
own particular field of interest - cancer clinical trials. This is also perhaps justifiable
in that much of the pioneering work on quality of life assessment occurred in cancer,
and cancer still remains the disease area that is associated with the largest number of
quality of life instruments and the most publications. However, the issues that arise are
common to quality of life assessment in general.

Acknowledgements

We would like to say a general thank you to all those with whom we have worked on
aspects of quality of life over the years; especially, past and present members of the
EORTC Quality of Life Study Group, and colleagues from the former MRC Cancer
Therapy Committee Working Parties. Particular thanks go to Stein Kaasa of the Nor-
wegian University of Science and Technology at Trondheim who permitted PMF to
work on this book whilst on sabbatical and whose ideas greatly influenced our thinking
about quality of life, and to Kristin Bjordal of The Radium Hospital, Oslo, who made
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extensive input and comments on many chapters and provided quality of life data that
we used in examples. Finn Wislgff, for the Nordic Myeloma Study Group, very kindly
allowed us to make extensive use their QoL data for many examples. We are grateful to
the National Medical Research Council of Singapore for providing funds and facilities
to enable us to complete this work. We also thank Dr Julian Thumboo, Tan Tock Seng
Hospital, Singapore, for valuable comments on several chapters. Several chapters, and
Chapter 7 in particular, were strongly influenced by manuals and guidelines published
by the EORTC Quality of Life Study Group.

Peter M. Fayers and David Machin
January 2000
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Introduction

Summary

A key methodology for the evaluation of therapies is the randomised controlled trial
(RCT). These clinical trials traditionally considered relatively objective clinical outcome
measures, such as cure, biological response to treatment, or survival. Later, investiga-
tors and patients alike have argued that subjective indicators should also be considered.
These subjective patient-reported outcomes are often regarded as indicators of qual-
ity of life. They comprise a variety of outcome measures, such as emotional function-
ing (including anxiety and depression), physical functioning, social functioning, pain,
fatigue, other symptoms and toxicity. A large number of questionnaires, or instruments,
have been developed for assessing patient-reported outcomes and quality of life, and
these have been used in a wide variety of circumstances. This book is concerned with the
development, analysis and interpretation of data from these quality of life instruments.

1.1 Patient-reported outcomes

This book accepts a broad definition of quality of life, and discusses the design,
application and use of single- and multi-item, subjective, measurement scales. This
encompasses not just ‘overall quality of life’ but also the symptoms and side effects
that may or may not reflect — or affect — quality of life. Some researchers prefer to
emphasise that we are only interested in health aspects, as in health-related quality
of life (HRQoL or HRQL), while others adopt the terms patient-reported outcomes
(PROs) or patient-reported outcome measures (PROMs), because those terms indi-
cate interest in a whole host of outcomes, such as pain, fatigue, depression through
to physical symptoms such as nausea and vomiting. But not all subjects are ‘patients’
who are ill; it is also suggested that PRO could mean person-reported outcome. Health
outcomes assessment has also been proposed, which emphasises that the focus is on
health issues and also avoids specifying the respondent: for young children and for
the cognitively impaired we may use proxy assessment for cognitive reasons. And for

Quality of Life: The Assessment, Analysis and Reporting of Patient-Reported Outcomes, Third Edition.
Peter M. Fayers and David Machin.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.



4 INTRODUCTION

many years some questionnaires have focused on health status or self-reported health
(SRH), with considerable overlap to quality of life.

From a measurement perspective, this book is concerned with all the above. For sim-
plicity we will use the now well-established overall term quality of life (QoL) to indi-
cate (a) the set of outcomes that contribute to a patient’s well-being or overall health,
or (b) a summary measure or scale that purports to describe a patient’s overall well-
being or health. Examples of summary measures for QoL include general questions
such as ‘How good is your overall quality of life?” or ‘How do you rate your overall
health?’ that represent global assessments. When referring to outcomes that reflect
individual dimensions, we use the acronym PROs. Examples of PROs are pain or
fatigue; symptoms such as headaches or skin irritation; function, such as social and
role functioning; issues such as body image or existential beliefs; and so on. Mostly,
we shall assume the respondent is the patient or person whose experience we are inter-
ested in (self-report), but it could be a proxy.

The measurement issues for all these outcomes are similar. Should we use single- or
multi-item scales? Content and construct validity — are we measuring what we intend?
Sensitivity, reliability, responsiveness — is the assessment statistically adequate? How
should such assessments be incorporated into clinical studies? And how do we analyse,
report and interpret the results?

1.2 What is a patient-reported outcome?

The definition of patient-reported outcome is straightforward, and has been described
as “any report of the status of a patient’s health condition that comes directly from the
patient, without interpretation of the patient’s response by a clinician or anyone else”
(US FDA, 2009). A PRO can be measured by self-report or by interview provided that
the interviewer records only the patient’s response. The outcome can be measured in
absolute terms (e.g. severity of a symptom, sign or state of a disease) or as a change
from a previous assessment.

1.3 What is quality of life?

In contrast to PRO, the term Quality of life is ill defined. The World Health Organi-
zation (WHO, 1948) declares health to be ‘a state of complete physical, mental and
social well-being, and not merely the absence of disease’. Many other definitions of
both ‘health’ and ‘quality of life’ have been attempted, often linking the two and, for
QoL, frequently emphasising components of happiness and satisfaction with life. In
the absence of any universally accepted definition, some investigators argue that most
people, in the Western world at least, are familiar with the expression ‘quality of life’
and have an intuitive understanding of what it comprises.

However, it is clear that ‘QoL’ means different things to different people, and takes
on different meanings according to the area of application. To a town planner, for
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example, it might represent access to green space and other facilities. In the context
of clinical trials we are rarely interested in QoL in such a broad sense, and instead
are concerned only with evaluating those aspects that are affected by disease or treat-
ment for disease. This may sometimes be extended to include indirect consequences of
disease, such as unemployment or financial difficulties. To distinguish between QoL
in its more general sense and the requirements of clinical medicine and clinical trials
the term health-related quality of life (HRQoL) is frequently used in order to remove
ambiguity.

Health-related QoL is still a loose definition. What aspects of QoL should be
included? It is generally agreed that the relevant aspects may vary from study to study
but can include general health, physical functioning, physical symptoms and toxicity,
emotional functioning, cognitive functioning, role functioning, social well-being and
functioning, sexual functioning and existential issues. In the absence of any agreed
formal definition of QoL, most investigators circumvent the issues by describing what
they mean by QoL, and then letting the items (questions) in their questionnaire speak
for themselves. Thus some questionnaires focus upon the relatively objective signs such
as patient-reported toxicity, and in effect define the relevant aspects of QoL as being,
for their purposes, limited to treatment toxicity. Other investigators argue that what
matters most is the impact of toxicity, and therefore their questionnaires place greater
emphasis upon psychological aspects, such as anxiety and depression. Yet others try to
allow for spiritual issues, ability to cope with illness and satisfaction with life.

Some QoL instruments focus upon a single concept, such as emotional function-
ing. Other instruments regard these individual concepts as aspects, or dimensions, of
QoL, and therefore include items relating to several concepts. Although there is disa-
greement about what components should be evaluated, most investigators agree that a
number of the above dimensions should be included in QoL questionnaires, and that
QoL is a multidimensional construct. Because there are so many potential dimensions,
it is impractical to try to assess all these concepts simultaneously in one instrument.
Most instruments intended for health-status assessment include at least some items
that focus upon physical, emotional and social functioning. For example, if emotional
functioning is accepted as being one aspect of QoL that should be investigated, several
questions could evaluate anxiety, tension, irritability, depression and so on. Thus instru-
ments may contain many items. Although a single global question such as ‘How would
you rate your overall quality of life?’ is a useful adjunct to multi-item instruments,
global questions are often regarded as too vague and non-specific to be used on their
own. Most of the general questionnaires that we describe include one or more global
questions alongside a number of other items covering specific issues. Some instru-
ments place greater emphasis upon the concept of global questions, and the EQ-5D
questionnaire (Appendix E4) asks a parsimonious five questions before using a single
global question that enquires about ‘your health’. Even more extreme is the Perceived
Adjustment to Chronic Illness Scale (PACIS) described by Hiirny et al. (1993). This
instrument consists of a single, carefully phrased question that is a global indicator of
coping and adjustment: ‘How much effort does it cost you to cope with your illness?’
This takes responses ranging between ‘No effort at all’ and ‘A great deal of effort’.
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One unifying and non-controversial theme throughout all the approaches is that
the concepts forming these dimensions can be assessed only by subjective measures,
PROs, and that they should be evaluated by asking the patient. Proxy assessments, by
a relative or other close observer, are usually employed only if the patient is unable to
make a coherent response, for example those who are very young, very old, severely
ill or have mental impairment. Furthermore, many of these individual concepts — such
as emotional functioning and fatigue — lack a formal, agreed definition that is univer-
sally understood by patients. In many cases the problem is compounded by language
differences, and some concepts do not readily translate to other tongues. There are
also cultural differences regarding the importance of the issues. Single-item questions
on these aspects of QoL, as for global questions about overall QoL, are likely to be
ambiguous and unreliable. Therefore it is usual to develop questionnaires that consist
of multi-item measurement scales for each concept.

1.4 Historical development

One of the earliest references that impinges upon a definition of QoL appears in the
Nichomachean Ethics, in which Aristotle (384-322 BCE) notes: “Both the multitude
and persons of refinement ... conceive ‘the good life’ or ‘doing well’ to be the same
thing as ‘being happy’. But what constitutes happiness is a matter of dispute ... some say
one thing and some another, indeed very often the same man says different things at
different times: when he falls sick he thinks health is happiness, when he is poor,
wealth.” The Greek evdaiuovia is commonly translated as ‘happiness’ although Rack-
ham, the translator that we cite, noted that a more accurate rendering would embrace
‘well-being’, with Aristotle denoting by evdaipovia both a state of feeling and a kind of
activity. In modern parlance this is assuredly quality of life. Although the term ‘quality
of life’ did not exist in the Greek language of 2000 years ago, Aristotle clearly appre-
ciated that QoL means different things to different people. He also recognised that it
varies according to a person’s current situation — an example of a phenomenon now
termed response shift. QoL was rarely mentioned until the twentieth century, although
one early commentator on the subject noted that happiness could be sacrificed for
QoL: “Life at its noblest leaves mere happiness far behind; and indeed cannot endure
it ... Happiness is not the object of life: life has no object: it is an end in itself; and
courage consists in the readiness to sacrifice happiness for an intenser quality of life”
(Shaw, [1900] 1972). It would appear that by this time ‘quality of life’ had become a
familiar term that did not require further explanation. Specific mention of QoL in rela-
tion to patients’ health came much later. The influential WHO 1948 definition of health
cited above was one of the earliest statements recognising and stressing the importance
of the three dimensions — physical, mental and social — in the context of disease. Other
definitions have been even more general: “Quality of Life: Encompasses the entire
range of human experience, states, perceptions, and spheres of thought concerning the
life of an individual or a community. Both objective and subjective, quality-of-life can
include cultural, physical, psychological, interpersonal, spiritual, financial, political,
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temporal, and philosophical dimensions. Quality-of-life implies judgement of value
placed on experience of communities, groups such as families, or individuals” (Patrick
and Erickson, 1993).

One of the first instruments that broadened the assessment of patients beyond physi-
ological and clinical examination was the Karnofsky Performance Scale proposed in
1947 (Karnofsky and Burchenal, 1947) for use in clinical settings. This is a simple
scale ranging from O for ‘dead’ to 100 indicating ‘normal, no complaints, no evidence
of disease’. Healthcare staff make the assessment. Over the years, it has led to a num-
ber of other scales for functional ability, physical functioning and activities of daily
living (ADL), such as the Barthel Index. Although these questionnaires are still some-
times described as QoL instruments, they capture only one aspect of it and provide an
inadequate representation of patients’ overall well-being and QoL.

The next generation of questionnaires, in the late 1970s and early 1980s, that quan-
tified health status were used for the general evaluation of health. These instruments
focused on physical functioning, physical and psychological symptoms, impact of ill-
ness, perceived distress and life satisfaction. Examples of such instruments include
the Sickness Impact Profile (SIP) and the Nottingham Health Profile (NHP). Although
these instruments are frequently described as QoL questionnaires, their authors neither
designed them nor claimed them as QoL instruments.

Meanwhile, Priestman and Baum (1976) were adapting linear analogue self-assess-
ment (LASA) methods to assess QoL in breast cancer patients. The LASA approach,
which is also sometimes called a visual analogue scale (VAS), provides a 10 cm line,
with the ends labelled with words describing the extremes of a condition. The patient
is asked to mark the point along the line that corresponds with their feelings. An exam-
ple of a LASA scale is contained in the EQ-5D (Appendix E4). Priestman and Baum
(1976) measured a variety of subjective effects, including well-being, mood, anxiety,
activity, pain, social activities and the patient’s opinion as to ‘Is the treatment helping?’
Others took the view that one need only ask a single question to evaluate the QoL of
patients with cancer: “How would you rate your QoL today?” (Gough et al., 1983),
and supported their position by demonstrating a relatively strong correlation between
answers to this single question and scores derived from a more extensive battery of
questionnaires.

Much of the development of QoL instruments has built upon these early attempts,
first with increasing emphasis on the more subjective aspects, such as emotional, role,
social and cognitive functioning, but subsequently with a counter trend towards greater
focus on patient-reported symptoms and other relatively objective outcomes. Fre-
quently, one or more general or global questions concerning overall QoL are included.
Implicit in all this is that psychological and social aspects, functional capacity and
symptomatology all relate to QoL. Thus, if a patient is unable to achieve full physical,
psychological or social functioning, it is assumed that their QoL is poorer. Although
this may in general seem a reasonable assumption, it can lead to theoretical prob-
lems. In particular, many forms of functioning, especially physical functioning, may
be regarded as causal variables that can be expected to change or affect a patient’s
QoL but do not necessarily reflect the true level of their QoL (see Section 2.6). For
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example, a patient may have a poor QoL irrespective of whether their physical func-
tioning is impaired; this might arise because of other factors, such as pain. Therefore
scales measuring functional status assess only whether there are problems that may
cause distress to the patient or impair their QoL; absence of problems in these specific
areas does not indicate that a patient has no problems at all, nor does it necessarily
indicate that a patient has good QoL. Despite these reservations, most instruments
continue to focus on health status, functional status and checklists of symptoms. For
clinical purposes this may be logical since, when comparing treatments, the clinician is
most concerned with the differences in the symptoms and side effects due to the vari-
ous therapies, and the impact of these differences upon QoL.

A number of other theoretical models for QoL have been proposed. The expecta-
tions model of Calman (1984) suggests that individuals have aims and goals in life
and that QoL is a measure of the difference between the hopes and expectations of the
individual and the individual’s present experience. It is concerned with the difference
between perceived goals and actual goals. The gap may be narrowed by improving
the function of a patient or by modifying their expectations. Instruments such as the
Schedule for Evaluation of Individual Quality of Life (SEIQoL) and the Patient Gen-
erated Index (PGI), described in Section 1.8, use Calman’s expectations model as a
conceptual basis and provide the facility to incorporate personal values.

The needs model relates QoL to the ability and capacity of patients to satisfy certain
human needs. QoL is at its highest when all needs are fulfilled, and at its lowest when
few needs are satisfied. Needs include such aspects as identity, status, self-esteem,
affection, love, security, enjoyment, creativity, food, sleep, pain avoidance and activity.
Hunt and McKenna (1992) use this model to generate several QoL measures. Some-
what related is the reintegration to normal living model that has also been regarded as
an approach to assessing QoL. Reintegration means the ability to do what one has to
do or wants to do, but it does not mean being free of disease or symptoms.

Other definitions or indicators of QoL that have been suggested are personal well-
being and satisfaction with life. The impact of illness (or treatment) on social, emo-
tional, occupational and family domains emphasises the illness aspect, or the interfer-
ence of symptoms and side effects. The existential approach notes that preferences are
not fixed and are both individual and vary over time — as was recognised so long ago
by Aristotle. Having a ‘positive approach to life’ can give life high quality, regardless
of the medical condition. Therefore it can be important to assess existential beliefs and
also coping. A patient’s perception of their QoL can be altered by influencing their
existential beliefs or by helping them to cope better. The existential model of QoL
leads to the inclusion of such items as pleasure in life and positive outlook on life.

Patient preference measures differ from other models of QoL in that they explicitly
incorporate weights that reflect the importance that patients attach to specific dimen-
sions. Different states and dimensions are compared against each other, to establish a
ranking in terms of their value or in terms of patients’ preferences of one state over
another. These and other utility measure approaches to QoL assessment are derived
from decision-making theory and are frequently employed in any economic evalua-
tions of treatments.
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Finally, some authorities simply circumvent the challenges of defining QoL. The
US FDA (2009) notes: “Quality of life — A general concept that implies an evalua-
tion of the effect of all aspects of life on general well-being. Because this term implies
the evaluation of nonhealth-related aspects of life, and because the term generally is
accepted to mean what the patient thinks it is, it is too general and undefined to be
considered appropriate for a medical product claim.” Further, they also define ‘“Health-
related quality of life (HRQL) — HRQL is a multidomain concept that represents the
patient’s general perception of the effect of illness and treatment on physical, psy-
chological, and social aspects of life”, but also add the hard-to-satisfy condition that
“Claiming a statistical and meaningful improvement in HRQL implies: (1) that all
HRQL domains that are important to interpreting change in how the clinical trial’s
population feels or functions as a result of the targeted disease and its treatment were
measured; (2) that a general improvement was demonstrated; and (3) that no decre-
ment was demonstrated in any domain” (US FDA, 2009).

Thus there is continuing philosophical debate about the meaning of QoL and about
what should be measured. Perhaps the simplest and most pragmatic view is that all
of these concepts reflect issues that are of fundamental importance to patients’ well-
being. They are all worth investigating and quantifying.

1.5 Why measure quality of life?

There are several reasons why QoL assessments may be included in RCTs, and it is
important to distinguish between them as the nature of the measurements, and the
questionnaires that are employed, will depend upon the objectives of the trial. Perhaps
the most obvious reason is in order to compare the study treatments, in which case it is
important to identify those aspects of QoL that may be affected by the therapy. These
include both benefits, as may be sought in palliative trials that are expected to improve
QoL, and negative changes, such as toxicity and any side effects of therapy.

Clinical trials of treatment with curative intent

Many clinical trial organisations have now introduced the assessment of QoL as being
a standard part of new trials. An obvious reason for the emphasis towards QoL as an
important endpoint is that treatment of fatal diseases can, and often does, result in lim-
ited gains in cure or prolonged survival. With some notable exceptions, little improve-
ment has been seen in patients with major cancer diagnoses, HIV or AIDS. At the same
time therapeutic interventions in these diseases frequently cause serious side effects
and functional impairment.

There are numerous examples in which QoL assessments have had an unexpect-
edly important role in the interpretations and conclusions of RCTs, and it is perhaps
surprising that it took so long for the relevance of QoL assessment to be appreci-
ated. For example, one of the earliest randomised trials to include QoL assessment
was by Coates et al. (1987), who reported that, contrary to their initial expectations,
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continuous as opposed to intermittent chemotherapy for advanced breast cancer not
only prolonged survival but most importantly resulted in a superior QoL.

Similarly, other RCTs recognised that QoL may be the principal outcome of inter-
est. For example, an RCT comparing three anti-hypertensive therapies conducted by
Croog et al. (1986) demonstrated major differences in QoL, and the results of a cancer
chemotherapy trial of Buccheri et al. (1989) suggested that small treatment benefits
may be more than outweighed by the poorer QoL and cost of therapy. In extreme cases,
the cure might be worse than the disease.

Example from the literature

Testa et al. (1993) describe an RCT evaluating hypertensive therapy in men. Two
angiotensin-converting enzyme inhibitors, captopril and enalapril, were com-
pared. In total, 379 active men with mild to moderate hypertension, aged 55
to 79, were randomised between the treatment arms. QoL was one of the main
outcome measures. Several QoL scales were used, including an Overall QoL scale
based on a mean score from 11 subscales.

In order to interpret the magnitude of the differences in QoL that were ob-
served, stressful life events that produced an equivalent change in QoL scores
were considered, and the responses to the Overall QoL scale were re-calibrated
accordingly. Overall QoL scores shifted positively for captopril by 0.11 units,
and negatively for enalapril by 0.11. Negative shifts of 0.11 corresponded to
those encountered when there was ‘major change in work responsibility’, “in-law
troubles” or ‘mortgage foreclosure’. On the basis of these investigations, a clini-
cally important change was deemed to be one between 0.1 and 0.2.

It was concluded that, although the therapies were indistinguishable in
terms of clinical assessments of efficacy and safety, they produced substantial
and different changes in QolL.

Clinical trials of treatment with palliative intent

One consequence of ageing societies is the corresponding increased prevalence of
chronic diseases. The treatment outcome in such diseases cannot be cure but must
relate to the improvement of the well-being of patients thus treated. The aim is to palli-
ate symptoms, or to prolong the time without symptoms. Traditionally, clinical and not
QoL outcomes have been the principal endpoints. For example, in an RCT of therapy
for advanced oesophageal cancer, absence of dysphagia might have been the main
outcome measure indicating success of therapy. Nowadays, in trials of palliative care,
QoL is more frequently chosen as the outcome measure of choice. Symptom relief
is now recognised as but one aspect of palliative intervention, and a comprehensive
assessment of QoL is often as important as an evaluation of symptoms.
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Example from the literature

Temel et al. (2010) randomly assigned patients with newly diagnosed metastatic
non-small-cell lung cancer to receive either early palliative care integrated with
standard oncologic care or standard oncologic care alone. Quality of life and mood
were assessed at baseline and at 12 weeks with the use of the Functional Assess-
ment of Cancer Therapy-Lung (FACT-L) scale and the Hospital Anxiety and Depres-
sion Scale. The primary outcome was the change in the quality of life at 12 weeks.

Of the 151 randomised patients, 27 died by 12 weeks and 107 (86% of the
remaining patients) completed assessments. Patients assigned to early pallia-
tive care had a better quality of life than did patients assigned to standard care
(mean score on the FACT-L scale, 98.0 vs. 91.5; p = 0.03). In addition, fewer
patients in the palliative care group than in the standard care group had depres-
sive symptoms (16% vs. 38%, p = 0.01). Despite the fact that fewer patients in
the early palliative care group than in the standard care group received aggres-
sive end-of-life care (33% vs. 54%, p = 0.05), median survival was longer among
patients receiving early palliative care (11.6 months vs. 8.9 months, p = 0.02).

Temel et al. conclude that, among patients with metastatic non-small-cell lung
cancer, early palliative care led to significant improvements in both quality of life
and mood. As compared with patients receiving standard care, patients receiving
early palliative care had less aggressive care at the end of life but longer survival.

Example from the literature

Fatigue, lethargy, anorexia, nausea and weakness are common in patients with
advanced cancer. It had been widely believed at the time that progestagens, in-
cluding megestrol acetate (MA), might have a useful function for the palliative
treatment of advanced endocrine-insensitive tumours. Beller et al. (1997) report
a double-blind RCT of 240 patients randomised to 12 weeks of high- or low-dose
MA, or to matching placebo. Nutritional status was recorded, and QoL was meas-
ured using six LASA scales, at randomisation and after four, eight and 12 weeks.

Patients receiving MA reported substantially better appetite, mood and over-
all QoL than patients receiving placebo, with a larger benefit being seen for
the higher dose. Table 1.1 shows the average change from the baseline at time
of randomisation. No statistically significant differences were observed in the
nutritional status measurements. Side effects of therapy were minor and did
not differ across treatments.

The authors conclude that high-dose MA provides useful palliation for pa-
tients with endocrine-insensitive advanced cancer. It improves appetite, mood
and overall QoL in these patients, although not through a direct effect on
nutritional status.
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Table 1.1 Average difference in QoL between baseline and subsequent weeks

LASA scores Placebo Low dose MA High dose MA p-value (trend)
Physical well-being 5.8 6.5 13.9 0.13

Mood —4.1 0.4 10.2 0.001
Pain -5.3 —6.9 1.9 0.13
Nausea/vomiting -1.4 8.7 7.2 0.08
Appetite 9.7 17.0 31.3 0.0001
Overall QoL -2.7 2.8 131 0.001
Combined QoL measure -2.1 2.4 12.3 0.001
Source: Beller et al., 1997, Table 3. Reproduced with permission of Oxford University Press.

Improving symptom relief, care or rehabilitation

Traditionally, medicine has tended to concentrate upon symptom relief as an outcome
measure. Studies using QoL instruments may reveal other issues that are equally or more
important to patients. For example, in advanced oesophageal cancer, it was found that many
patients say that fatigue has a far greater impact upon their QoL than dyspnoea. Such a find-
ing is contrary to traditional teaching, but has been replicated in many other cancer sites.

Example from the literature

Smets et al. (1998) used the Multidimensional Fatigue Inventory (MFI-20, Appen-
dix E14) to assess fatigue in 250 patients who were receiving radiotherapy with
curative intent for various cancers. Patients rated their fatigue at two-weekly in-
tervals during treatment and within two weeks after completion of radiotherapy.

There was a gradual increase in fatigue during radiotherapy and a decrease
after completion of treatment. After treatment, 46% of the patients reported
fatigue as being among the three symptoms causing most distress, and 40%
reported having been tired throughout the treatment period.

Smets et al. conclude that there is a need to give preparatory information to
new patients who are at risk of fatigue, and interventions including exercise and
psychotherapy may be beneficial. They also suggested that their results might
be underestimations because the oldest and most tired patients were more in-
clined to refuse participation.

Rehabilitation programmes, too, have traditionally concentrated upon physical
aspects of health, functioning and ability to perform ADLs; these physical aspects
were most frequently evaluated by healthcare workers or other observers. Increasingly,
patient-completed QoL assessment is now perceived as essential to the evaluation
of successful rehabilitation. Problems revealed by questioning patients can lead to
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modifications and improvement in the programme, or alternatively may show that
some methods offer little benefit.

Example from the literature

Results from several small trials had suggested that group therapy, counselling,
relaxation therapy and psychoeducation might have a role in the rehabilitation
of patients following acute myocardial infarction. Jones and West (1996) report
an RCT that examined the impact of psychological rehabilitation after myocar-
dial infarction. In this trial, 2328 patients were randomised between policies
of no-intervention and intervention consisting of comprehensive rehabilitation
with psychological therapy and opportunities for group and individual counsel-
ling. Patients were assessed both by interview and by questionnaires for anxiety
and depression, state anxiety, expectations of future life, psychological well-
being, sexual activity and functional disability.

At six months, 34% of patients receiving intervention had clinically signifi-
cant levels of anxiety, compared with 32% of no-intervention patients. In both
groups, 19% had clinically significant levels of depression. Differences for other
domains were also minimal.

The authors conclude that rehabilitation programmes based upon psychologi-
cal therapy, counselling, relaxation training and stress management seem to
offer little objective benefit to myocardial infarction patients.

Facilitating communication with patients

Another reason for assessing QoL is to establish information about the range of prob-
lems that affect patients. In this case, the investigator may be less interested in whether
there are treatment differences, and might even anticipate that both study arms will
experience similar levels of some aspects of QoL. The aim is to collect information in
a form that can be communicated to future patients, enabling them to anticipate and
understand the consequences of their illness and its treatment. Patients themselves
often express the wish for more emphasis upon research into QoL issues, and seek
insight into the concomitants of their disease and its treatment.

Example from the literature

The Dartmouth COOP, a primary care research network, developed nine pictorial
Charts to measure patient function and QoL (Nelson et al., 1990). Each Chart
has a five-point scale, is illustrated, and can be self- or office-staff adminis-
tered. The Charts are used to measure patients’ overall physical functioning,
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emotional problems, daily activities, social activities, pain, overall health and
QoL. The QoL item is presented as a ladder, and was later used in the QOLIE-89
instrument (Appendix E10, question 49).

Nelson et al. report results for over 2000 patients in four diverse clinical
settings. Most clinicians and patients reported that the Charts were easy to use
and provided a valuable tool. For nearly half of the patients in whom the Charts
uncovered new information, changes in clinical management were initiated as
a consequence.

It was concluded that the COOP Charts are practicable, reliable, valid, sensi-
tive to the effects of disease and useful for measuring patient function quickly.

Patient preferences

Not only does a patient’s self-assessment often differ substantially from the judge-
ment of their doctor or other healthcare staff, but patients’ preferences also seem to
differ from those of other people. Many patients accept toxic chemotherapy for the
prospect of minimal benefit in terms of probability of cure or prolongation of life,
contrary to the expectations of medical staff. Therefore QoL should be measured from
the patient’s perspective, using a patient-completed questionnaire.

Example from the literature

Slevin et al. (1990) asked 106 consecutive patients with solid tumours to com-
plete questionnaires about their willingness to receive chemotherapy. They were
told that the more-intensive regimen was likely to have considerable side effects
and drawbacks, such as severe nausea and vomiting, hair loss, frequent tiredness
and weakness, frequent use of drips and needles, admission to hospital, decreased
sexual interest and possible infertility. They were given different scenarios, such
as (i) small (1%) chance of cure, (ii) no cure, but chance of prolonging life by
three months and (iii) 1% chance of symptom relief only. All patients knew
they were about to commence chemotherapy, and thus considered the questions
seriously. Cancer nurses, general practitioners, radiotherapists, oncologists and
sociodemographically matched controls were asked the same questions.

Table 1.2 shows the percentage of respondents that would accept chemotherapy
under each scenario. There are major and consistent differences between the opin-
ions of patients and the others, and also between the different healthcare staff.

Slevin et al. comment that patients appear to regard a minute chance of possible
benefit as worthwhile, whatever the cost. They conclude: “It may be that the only
people who can evaluate such life and death decisions are those faced with them.”
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Table 1.2 Percentage of respondents willing to accept intensive or mild chemotherapy
with a minimum chance of effectiveness

Cancer General Cancer
Controls nurses practitioners Radiotherapists Oncologists patients

Number 100 303 790 88 60 100
Cure (1%)

Intensive regimen 19 13 12 4 20 53
Mild regimen 35 39 44 27 52 67
Prolonging life by 3 months

Intensive regimen 10 6 3 0 10 42
Mild regimen 25 25 27 13 45 53
Relief of symptoms (1%)

Intensive regimen 10 6 2 0 7 43
Mild regimen 19 26 21 2 11 59

Source: Adapted from Slevin et al., 1990, Table II. Reproduced with permission of BMJ Publishing Group
Limited.
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These results have been closely replicated by others. For example, Lindley et al. (1998)
examined QoL in 86 breast cancer patients, using the SF-36 and the Functional Living
Index — Cancer (FLIC). They note that ‘the majority of patients indicated a willingness

to accept six months of chemotherapy for small to modest potential benefit’.

Late problems of psychosocial adaptation

Cured patients and long-term survivors may have continuing problems long after their
treatment is completed. These late problems may be overlooked, and QoL reported in

such patients often gives results that are contrary to expectations.

Example from the literature

Bjordal et al. (1994), in a study of long-term survivors from a trial of radio-
therapy for head and neck cancer, unexpectedly found that the hypofractionated
patients reported slightly better QoL than those who received conventional ther-
apy. Hypofractionated patients had slightly better EORTC QLQ-C30 mean scores
for role, social and emotional function and better overall QoL (Table 1.3), and
reported less fatigue. However, both groups reported high levels of symptoms
7-11 years after their radiotherapy, such as dryness in the mouth and mucus
production, and high levels of psychological distress (30% being clinical ‘cases’).
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The authors conclude that clinicians need to be aware of these problems and
that some patients would benefit from social support or medication. It was
proposed that the GHQ-20 (General Health Questionnaire) could facilitate the
screening for patients whose psychological distress might be treated.

Table 1.3 Quality of life in head and neck cancer patients 7-11 years after curative
treatment

Conventional Hypofractionated
radiotherapy (n = 103)  radiotherapy (n = 101)  p-value

EORTC QLQ-C30 Function scales (mean scores)

Physical function 74 79 NS
Role function 72 83 0.03
Social function 73 83 0.02
Emotional function 77 84 0.02
Cognitive function 80 83 NS
Overall QoL 61 69 0.04
EORTC QLQ-C30 Symptom scales (mean scores)

Pain 19 15 NS
Fatigue 32 25 0.04
Emesis 6 5 NS
GHQ scores

Mean score 20.8 19.7 NS
% cases 31% 32% NS

Source: Bjordal et al., 1994. Reproduced with permission of Elsevier.

Medical decision-making

QoL can be a predictor of treatment success, and several studies have found that factors
such as overall QoL, physical well-being, mood and pain are of prognostic importance.
For example, in cancer patients, pre-treatment assessment of QoL has been shown
to be strongly predictive of survival, and a better predictor than performance status
(Gotay et al., 2008; Quinten et al., 2009). On this basis, it is possible to argue for the
routine assessment of QoL in therapy trials.

It is not clear in these circumstances whether QoL scores reflect an early percep-
tion by the patient of disease progression or whether QoL status in some way influ-
ences the course of disease. If the former, the level of QoL is merely predictive of
outcome. If it affects outcome, there could be potential to use improvement in QoL
as an active form of therapy. Whatever the nature of the association, these findings
underline the importance of evaluating QoL and using it when making medical deci-
sions. Similar results have been observed in various disease areas. For example, Jen-
kins (1992) observed that preoperative QoL partially predicts the recovery process in



1.6 WHICH CLINICAL TRIALS SHOULD ASSESS QOL?

17

heart surgery patients. Changes in QoL scores during treatment have also been shown

to have prognostic value.

Example from the literature

Coates et al. (1997) showed that patients’ self-assessment of QoL is an impor-
tant prognostic factor of survival in advanced cancer patients. Adult patients
with advanced malignancy from 12 institutions in 10 countries completed the
EORTC QLQ-C30 questionnaire. Baseline patient and disease characteristics were
recorded.

Follow-up information was obtained on 656 patients, of whom 411 had died.
In addition to age and performance status, the QLQ-C30 global QoL scale and
the scales of physical, role, emotional, cognitive and social function were each
predictive of subsequent survival duration. Table 1.4 shows the association of
survival with the scores for overall physical condition (Q29) and overall quality
of life (Q30). In this table, items Q29 and Q30 were each divided about their
respective medians, and the hazard ratios show that patients with high scores
were less likely to die than those below the median. For example, the hazard
ratio of 0.89 for Q29 indicates that the rate of death in patients with high
scores was only 89% of the death rate in those with low scores.

Coates et al. conclude that QoL scores carry prognostic information independ-
ent of other recorded factors.

Table 1.4 Prognostic significance for survival of two single-item QoL scores in patients with
cancer, after allowing for performance status and age

QoL Variable Hazard ratio 95% Confidence Interval p-value
Physical condition (Q29) 0.89 0.82 to 0.96 0.003
Overall QoL (Q30) 0.87 0.80 to 0.94 0.001

Source: Coates et al., 1997. Reproduced with permission of Elsevier.

1.6 Which clinical trials should assess QoL?

It would be inappropriate to suggest that all RCTs, even in cancer, HIV or chronic
diseases, should make a formal assessment of QoL. Clearly, there are situations where
such information is not relevant. For example, when evaluating a potentially curative
treatment that is not very likely to have adverse side effects, or if the treatments and
side effects are similar in the various study arms, it might be unnecessary to make
such assessment. However, many trial groups now insist that the investigators should
at least consider the QoL implications and should positively justify not including the

assessment of QoL.
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When is QoL assessment a relevant endpoint? Gotay and Moore (1992) propose the
following classification of trials for QoL purposes:

1. QoL may be the main endpoint. This is frequently true in palliative care, or when
patients are seriously ill with incurable disease.

2. Treatments may be expected to be equivalent in efficacy, and a new treatment
would be deemed preferable if it confers QoL benefits.

3. A new treatment may show a small benefit in cure rates or survival advantage, but
this might be offset by QoL deterioration.

4. Treatments may differ considerably in their short-term efficacy, but if the overall
failure rate is high then QoL issues should be considered.

Furthermore, despite the optimism of those who launch trials that seek a survival break-
through, all too often completed trials show a limited survival advantage. Thus in these
cases the relevance of QoL assessment has to be considered, since any gain in therapeutic
efficacy would have to be weighed against possible negative effects pertaining to QoL.

1.7 How to measure quality of life

Ask the patient

Observers are poor judges of patients’ opinions. Many studies have shown that inde-
pendent assessments by either healthcare professionals or patients’ relatives differ
from the responses obtained when patients complete self-reported questionnaires. In
some conditions observers appear to consistently overestimate QoL scores, in others,
underestimate. There is general agreement that patients’ opinions vary considerably
from the expectations of both staff and relatives. It has been suggested that observers
tend to underestimate the impact of psychological aspects and tend to emphasise the
importance of the more obvious symptoms. The impacts of pain, nausea and vomit-
ing have all been reported as being underestimated. Expected symptoms and toxicity
tend to be accepted and hence ignored by clinical staff. Studies of nausea and vomit-
ing in cancer patients receiving chemotherapy have found that doctors assume these
symptoms are likely to occur and, as a consequence, often report only the more severe
events. However, patients who are reported as having no problems may assert that they
suffered quite a lot of vomiting (Fayers et al., 1991).

Observers frequently misjudge the absolute levels of both symptoms and general QoL.
In addition, the patients’ willingness to trade QoL for possible cure may be misjudged.
Many patients are willing to accept unpleasant or toxic therapy for seemingly modest
benefits in terms of cure, although a few patients will refuse treatment even when there is
a high chance of substantial gain. Physicians and nurses are more likely to say that they
would be unwilling to accept the therapy for such small potential benefit. When patients
with cancer choose between two treatments, if they believe their disease is likely to be
cured they may be willing to accept a treatment that adversely affects their QoL.
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Observers, including health professionals, may tend to base their opinions of overall
QoL upon physical signs such as symptoms and toxicity. However, in many disease
areas, conventional clinical outcomes have been shown to be poorly correlated with
patients’ assessment of QoL. Thus, for example, in patients with asthma, Juniper et al.
(1993) observed that correlations between clinical assessments and how patients felt
and functioned in day-to-day activities were only modest.

Example from the literature

An early investigation conducted by Jachuk et al. (1982) into QoL concerned
the effect of hypotensive drugs. Seventy-five patients with controlled hyperten-
sion each completed a questionnaire, as did a relative and doctor. A global,
summary question was included, about whether there was overall improvement,
no change or deterioration.

As Table 1.5 shows, while the physicians assessed all patients as having
improved, approximately half the patients thought there was no change or
deterioration, and all but one patient was assessed by their relatives as having
deteriorated. Patients attributed their deterioration as due to decline in energy,
general activity, sexual inactivity and irritability. Physicians, focusing upon con-
trol of hypertension, largely ignored these factors. Relatives commonly thought
there was moderate or severe impairment of memory, energy and activity, and
an increase in hypochondria, irritability and worry.

Nowadays, clinical practice places greater emphasis on patient-physician com-
munication, and it is most unlikely that such extreme results would be observed
if this study were to be repeated. The modern physician would be expected to
have a far greater awareness of patients’ feelings, leading to smaller differences.

Table 1.5 The results of overall assessments of QoL by 75 patients with controlled
hypertension, their attending physicians, and the patients’ relatives

Improved No change Worse Total
Physician 75 0 0 75
Patient 36 32 7 75
Relative 1 0 74 75

Source: Jachuk et al., 1982. Reproduced with permission of the Royal College of General Practitioners.

1.8 Instruments

A large number of instruments have been developed for QoL assessment, and we
provide a range of examples to illustrate some of the approaches used. Those repro-
duced (in the Appendix) have been chosen on the grounds of variety, to show particular
features, and because these particular instruments are among the most widely used in
clinical trials.
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The aims and content of each instrument are described, together with an outline
of the scoring procedures and any constructed multi-item scales. Most of the instru-
ments use fairly simple forms of scoring, and the following basic procedure is usu-
ally used.

First, the successive levels of each categorical item are numbered increasingly.
For example, a common scheme with four-category items is to grade responses such
as ‘not at all’, ‘a little’, ‘quite a bit’ and ‘very much’ as being 0 to 3 respectively
or, if preferred, 1 to 4, as it makes no difference after standardising the final scores.
Second, when a scale contains multiple items, these are usually summed. Thus
a four-item scale, with items scored O to 3, would yield a working score ranging
from O to 12. Finally, the working score is usually standardised to a range of 0 to
100, and called the scale score. This enables different scales, possibly with differ-
ent numbers of items and/or where the items have different numbers of categories,
to be compared. In our example this would be achieved by multiplying by 100/12.
We term this procedure the standard scoring method. A number of instruments are
now advocating the use of 7T-scores, also called norm-based scoring, as described
in Chapter 9.

Generic instruments

Some instruments are intended for general use, irrespective of the illness or condition
of the patient. These generic questionnaires may often be applicable to healthy peo-
ple, too. Some of the earliest ones were developed initially with population surveys in
mind, although they were later applied in clinical trial settings.

There are many instruments that measure physical impairment, disability or handi-
cap. Although commonly described as QoL scales, these instruments are better called
measures of health status because they focus on physical symptoms. They emphasise
the measurement of general health and make the implicit assumption that poorer health
indicates poorer QoL. One weakness about this form of assessment is that different
patients may react differently to similar levels of impairment. Many of the earlier ques-
tionnaires to some degree adopt this approach. We illustrate two of the more influen-
tial instruments, the Sickness Impact Profile (SIP) and the Nottingham Health Profile
(NIP). Some scales specifically address activities of daily living, and we describe the
Barthel questionnaire.

Few of the early instruments had scales that examine the subjective non-physical
aspects of QoL, such as emotional, social and existential issues. Newer instruments,
however, emphasise these subjective aspects strongly, and also commonly include
one or more questions that explicitly enquire about overall QoL. We illustrate this
approach by the SF-36. Later, brief instruments that place even less emphasis upon
physical functioning have been developed. Two such instruments are the EQ-5D, that
is intended to be suitable for use with cost—utility analysis, and the SEIQoL, which
allows patients to choose those aspects of QoL that they consider most important to
themselves.
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Sickness Impact Profile (SIP)

The SIP of Bergner et al. (1981) is a measure of perceived health status, as measured
by its impact upon behaviour. Appendix E1 shows an extract of SIP — the full question-
naire takes 16 pages. It was designed for assessing new treatments and for evaluating
health levels in the population, and is applicable across a wide range of types and
severities of illness. The SIP consists of 136 items, and takes about 20-30 minutes to
complete. The items describe everyday activities, and the respondents have to mark
those activities they can accomplish and those statements they agree with. It may be
either interviewer- or self-administered. Twelve main areas of dysfunction are covered,
but there is no global question about overall health or QoL. It has been shown that the
SIP is sensitive even to minor changes in morbidity. However, in line with its original
design objectives, it emphasises the impact of health upon activities and behaviour,
including social functioning, rather than on feelings and perceptions — although there
are some items relating to emotional well-being.

The items are negatively worded, representing dysfunction. Data from a number of
field studies were compared against assessments made by healthcare professionals and
students, leading to ‘scale values’. These scale values are used as weights when summing
the individual items to obtain the scale score. The standard scoring method is used for
each of the 12 dysfunction scales. Two higher-order dimensions, summarising physical and
psychosocial domains respectively, are recognised and these are scored in a similar manner.

Nottingham Health Profile

The NHP of Hunt ef al. (1981) measures emotional, social and physical distress
(Appendix E2). The NHP was influenced by the SIP, but asks about feelings and emo-
tions directly rather than by changes in behaviour. Thus, although the authors did not
develop or claim it to be a QoL instrument, it does emphasise subjective aspects of
health assessment. It was based upon the perceptions and the issues that were men-
tioned when patients were interviewed. When it was developed, the idea of asking
patients about their feelings was a novel concept.

The version 2 contains 38 items in six sections, covering sleep, pain, emotional reac-
tions, social isolation, physical mobility and energy level. Each question takes a yes/
no answer. As with the SIP, each item reflects departures from normal, and items are
weighted to reflect their importance. Earlier versions included seven statements about
areas of life that may be affected by health, with the respondent indicating whether
there has been any impact in those areas. These statements were less applicable to the
elderly, unemployed, disabled or those on low income than are the other items, and are
usually omitted. The NHP forms a profile of six scores corresponding to the different
sections of the questionnaire, and there is no single summary index.

The NHP is short compared to the SIP, and is easy to complete. The wording is simple
and easily understood. It is often used in population studies of general health evaluation,
and has been used in medical and non-medical settings. It is also frequently used in



22 INTRODUCTION

clinical trials, although it was not designed for that purpose. However, it tends to empha-
sise severe disease states and is perhaps less sensitive to minor — yet important — changes
and differences in health state. The NHP assesses whether there are any health problems,
but is not sufficiently specific to identify particular problems. Some items do not apply
to hospitalised patients, and the developers do not recommend it for these patients. Its
simplicity, while being for many purposes an advantage, means that it does not provide
suitable coverage for the conditions that apply to patients in many clinical trials.

Medical Outcomes Study 36-Item Short Form (SF-36)

The SF-36 developed by Ware et al. (1993) evaluates general health status, and was
intended to fill a gap between the much more lengthy questionnaires and other rela-
tively coarse single-item measures (Appendix E3). It is designed to provide assess-
ments involving generic health concepts that are not specific to any age, disease or
treatment group. Emphasis is placed upon physical, social and emotional functioning.
The SF-36 has become the most widely used of the general health-status measures. It
can be either self-assessed or administered by a trained interviewer.

As the name implies, there are 36 questions addressing eight health concepts (simpler
12- and eight-question forms are also available). There are two summary measures:
physical health and mental health. Physical health is divided into scales for physical
functioning (10 items), role-physical (four), bodily pain (two) and general health (five).
Mental health comprises scales for vitality (four items), social functioning (two), role-
emotional (three) and mental health (five). In addition, there is a general health transi-
tion question, which asks: ‘Compared to one year ago, how would you rate your general
health now?’ There is also a global question about the respondent’s perception of their
health: ‘In general, would you say your health is: (excellent, very good, good, fair,
poor)?” Most questions refer to the past four weeks, although some relate to the present.
A few questions, such as those for ‘role-physical’, take yes/no responses, while some,
such as the physical functioning items, have three categories (limited a lot, limited a lit-
tle, not limited at all), and other items have five or six categories for responses.

The designers of the SF-36 selected, standardised and tested the items so that they
can be scored using the standard scoring method. More recently, norm-based scoring
has been advocated (see Chapter 9).

Most of the items appear broadly sensible. However, the physical functioning scale,
in common with many similar scales, poses questions about interpretation. Questions
ask whether your health limits you in ‘vigorous activities, such as running, lifting
heavy objects, participating in strenuous sports’ or in ‘walking more than a mile’.
It is not clear how those who never participate in such activities should respond —
for example, suppose someone who never participates in sports has severely impaired
health: if they respond ‘No, not limited at all’ they will receive a score indicating better
functioning than might be expected. Some questionnaires therefore restrict physical
functioning questions to activities that are expected to be applicable to everyone, while
others stress that the questions are hypothetical (‘we wish to know whether you could
participate in sports if you wanted to’).
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For health economic evaluations, the SF-6D has been derived from the 12-item SF-12
subset of the SF-36 questionnaire (Brazier and Roberts, 2004). The SF-6D provides a
preference-based single index measure for health, estimated from values of the SF-12.

EuroQol (EQ-5D)

The EQ-5D of Brooks et al. (1996) is another general-purpose instrument, this time
emphasising both simplicity and the multi-country aspects (Appendix E4). It takes about
two minutes to complete and aims to capture physical, mental and social functioning.
It is intended to be applicable over a wide range of health interventions. The EuroQol
group, acknowledging its simplicity, recommend using it alongside other instruments.

Most of the questionnaires we describe are profile instruments because they provide
a descriptive profile of the patient’s functional health and symptom experience. For
medical decision-making, therapeutic benefits have to be contrasted against changes
in QoL: if more efficacious therapy is associated with poorer QoL outcomes, is it
worthwhile? Answering this involves weighing QoL against survival and combining
them into a single summary score, most commonly by determining patient ‘preference
ratings’ or ‘utilities’. Overall benefits of treatment or management policies can then
be contrasted. The EQ-5D, like the SF-6D which is based on the SF-36 and described
above, is described as a utility measure or preference measure, in which the scores are
weighted on the basis of preferences (or utilities) for discrete health states or combina-
tions of health states derived from a reference sample.

Five dimensions of QoL are recognised: mobility, self-care, usual activities, pain/
discomfort and anxiety/depression. In the first version of the EQ-5D each of these was
addressed by a simple three-level response scale; a revised version, the EQ-5D-5L,
extended this to five levels per item as shown in Appendix E4 (Herdman et al., 2011).
The principal EQ-5D question is represented by a 20 cm vertical VAS, scored from 0 to
100, on which the respondent should mark ‘your own health state today’, ranging from
best imaginable health state to the worst imaginable health state. A single index is gener-
ated for all health states. Perhaps because of its extreme simplicity, the EQ-5D has been
less frequently used as the outcome measure for clinical trials. It has been used most
widely for general healthcare evaluation, including cost—utility evaluation. It is espe-
cially used in the UK, where the government-funded National Institute for Health and
Care Excellence (NICE) declares: “Health effects should be expressed in QALYs. The
EQ-5D is the preferred measure of health-related quality of life in adults” (NICE, 2013).

Schedule for Evaluation of Individual Quality of Life (SEIQoL)
and the Patient Generated Index (PGI)

The SEIQoL (Hickey et al., 1996) and the PGI (Ruta et al., 1994) are examples of
instruments that were developed to assess QoL from the individual’s perspective. For
both instruments, the respondents identify areas of life that are particularly important
to them, and the current level of functioning in each of these domains is evaluated. The
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practical procedure is as follows. First, the patient is invited to nominate the five most
important aspects of their quality of life. Most patients readily list five domains, but
if they find it difficult a standard list of prompts is used. Second, the patient is asked
to score each nominated item or aspect, according to its severity. The third and final
stage is to provide relative weights for the importance of each domain. Although the
first stage is similar for both the PGI and SEIQoL, the two instruments differ in the
way they implement the second and third stages. The PGI is somewhat simpler than
the SEIQoL, and is described first.

For the second stage, the PGI (Appendix ES5) invites the patient to score their chosen
items using scales from 0, ‘the worst you could imagine’, to 10, ‘exactly as you would
like to be’. Then, for the third stage, the PGI asks patients to ‘spend’ a total of 10
imaginary points to improve areas of their life. At the second stage of the SEIQoL, the
patient is offered a vertical 10 cm VAS for each of their chosen areas and asked to rate
themselves on the scale between ‘worst possible’ and ‘best possible’. Each SEIQoL
scale generates a score between 0 and 100. For the third stage, obtaining importance
weights, there are two approaches. The original SEIQoL then made use of a judgement
analysis in which the patients grade a series of presented cases (Joyce et al., 2003).
A simpler direct-weighting approach is adopted for the SEIQoL-DW (Browne et al.,
1997). In this, patients are provided with a plastic disc that consists of five overlapping
segments corresponding to the five domains that the patient has nominated; each seg-
ment can be rotated around the central pivot, allowing its exposed size to be adjusted
relative to the other segments. The patient is asked: ‘How do the five domains compare
in importance to each other?’” This procedure generates five weights that sum to 100%.
For both instruments, the investigator calculates a score by multiplying the individual’s
self-rating in each of their chosen areas by the relative weight that they assigned to it,
and summing the products over the five areas.

Both the SEIQoL and the PGI recognise that sometimes seemingly trivial problems
may be of major significance to certain patients, while other issues that are thought by
observers to be important may in fact be considered unimportant. Martin et al. (2007)
review studies using PGI, and Wettergren et al. (2009) review use of SEIQoL-DW.
Overall, patient-generated outcome measures are cumbersome to implement, make
greater cognitive demands than traditional instruments. They appear to be useful pri-
marily in complementing other measures and in guiding management decisions for
individual patients, but may be less practical for clinical trial settings or when compar-
ing groups of patients.

Disease-specific instruments

Generic instruments, intended to cover a wide range of conditions, have the advantage
that scores from patients with various diseases may be compared against each other
and against the general population. On the other hand, these instruments fail to focus
on the issues of particular concern to patients with disease, and may often lack the
sensitivity to detect differences that arise as a consequence of treatment policies which
are compared in clinical trials. This has led to the development of disease-specific
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questionnaires. We describe three contrasting questionnaires that are used in a single
disease area — cancer — and very different questionnaires that are widely used in epi-
lepsy and asthma.

It may be observed that, even in the three cancer-specific instruments, there is sub-
stantial variation in content and wording. Although all of these questionnaires assess
similar content areas, the relative emphasis placed on any given QoL domain and the
specific ways in which questions are posed vary considerably. For example, in compar-
ison to the FACT-G, the RSCL and the EORTC QLQ-C30 include a relatively larger
number of questions addressing physical symptoms. There are also semantic and sty-
listic differences: when assessing depression, the generic SF-36, the FACT-G and the
QLQ-C30 use the following item phrasing, respectively: (i) “Have you felt so down
in the dumps that nothing could cheer you up?” and “Have you felt downhearted and
blue?”; (ii) “I feel sad”; and (iii) “Did you feel depressed?”” These items differ in both
the degree to which they rely on idiomatic expressions and in the directness with which
the questions are posed.

European Organisation for Research and Treatment of Cancer
(EORTC) QLQ-C30

The EORTC QLQ-C30 is a cancer-specific 30-item questionnaire (Aaronson et al.,
1993); see Appendix E6. The QLQ-C30 questionnaire was designed to be multidi-
mensional in structure, appropriate for self-administration and hence brief and easy to
complete, applicable across a range of cultural settings and suitable for use in clinical
trials of cancer therapy. It incorporates five functional scales (physical, role, cognitive,
emotional and social), three symptom scales (fatigue, pain, and nausea and vomiting),
a global health-status/QoL scale, and a number of single items assessing additional
symptoms commonly reported by cancer patients (dyspnoea, loss of appetite, insomnia,
constipation and diarrhoea) and the perceived financial impact of the disease.

In the QLQ-C30 version 3.0 all items have response categories with four levels,
from ‘not at all’ to ‘very much’, except the two items for overall physical condition
and overall QoL, which use seven-point items ranging from ‘very poor’ to ‘excellent’.
The standard scoring method is used. High scale scores represent high response levels,
with high functional scale scores representing high/healthy levels of functioning, and
high scores for symptom scales/items representing high levels of symptomatology/
problems (Fayers et al., 2001).

The QLQ-C30 is available in a range of languages and has been widely used in mul-
tinational cancer clinical trials. It has been found to be sensitive to differences between
patients, treatment effects and changes over time.

EORTC disease- or treatment-specific modules

The EORTC QLQ-C30 is an example of an instrument that is designed to be modular,
with the core questionnaire evaluating those aspects of QoL which are likely to be
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relevant to a wide range of cancer patients. For each cancer site particular issues are
often important, such as specific disease-related symptoms or aspects of morbidity
that are consequences of specific forms of therapy. The QLQ-ELD14, described by
Wheelwright ef al. (2013), is one of several modules that address additional issues
(Appendix E7). This supplements the core QLQ-C30 with an additional 14 items for
elderly patients with cancer.

Functional Assessment of Cancer Therapy — General (FACT-G)

The Functional Assessment of Chronic Illness Therapy (FACIT) Measurement System is
a collection of QoL questionnaires targeting chronic illnesses. The core questionnaire, or
FACT-G, was developed by Cella et al. (1993) and is a widely used cancer-specific instru-
ment (Appendix E8). Similar to the EORTC QLQ-C30, the FACIT questionnaires adopt
a modular approach and so a number of supplementary modules specific to a tumour
type, treatment or condition are available. Non-cancer-specific FACIT questionnaires are
also available for other diseases, such as HIV infection and multiple sclerosis.

The FACT-G version 4 contains 27 items arranged in subscales covering four
dimensions of QoL: physical well-being, social/family well-being, emotional well-
being and functional well-being. Items are rated from O to 4. The items are labelled
from ‘not at all’ to ‘very much’, which is the same as for the QLQ-C30 but with the
addition of a central ‘somewhat’. Some items are phrased negatively, and should be
reverse-scored. Subscale scores are derived by summing item responses, and a total
score is derived by summing the subscale scores. Version 3 included an additional item
after each subscale, enabling patients to weight each domain on an 11-point scale from
‘not at all’ to ‘very much so’. These questions were of the form: ‘Looking at the above
7 questions, how much would you say your PHYSICAL WELL-BEING affects your
quality of life?” A similar set of items is optional for version 4.

Individual questions are phrased in the first person (‘I have a lack of energy’), as
compared with the QLQ-C30 which asks questions in the second person (‘Have you
felt weak?’). Both questionnaires relate to the past week, both make similar claims
regarding validity and sensitivity and both target similar patients. Yet the FACT-G
and the QLQ-C30 are conceptually very different from each other, with the QLQ-
C30 emphasising clinical symptoms and ability to function, in contrast to the FACT-G
which addresses feelings and concerns (Luckett et al., 2011).

Rotterdam Symptom Checklist (RSCL)

The RSCL (de Haes et al., 1996) is another instrument that is intended for measuring
the QoL of cancer patients (Appendix E9). In the past the RSCL was used extensively
in European cancer clinical trials, although less so nowadays. It covers broadly similar
ground to the EORTC QLQ-C30 and has a similar number of questions. As its name
implies, greater emphasis is placed upon the symptoms and side effects that are com-
monly experienced by cancer patients.
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There are two features that are worthy of special note. First, the RSCL has an intro-
ductory text explaining ‘for all symptoms mentioned, indicate to what extent you have
been bothered by it ..."” This is in contrast to the QLQ-C30 and most other QoL instru-
ments, which merely inquire about the presence of symptoms. Thus one patient might
have ‘a little’ stomach ache but, when asked if it bothers them, might respond ‘not at
all’; another might respond that the same ache bothers them ‘quite a bit’. What is less
clear is whether most patients read the questionnaire with sufficient care to appreciate
the subtle significance of the instructions. The second feature relates to the ADL scale.
Here, too, there are explicit instructions, stating: “We do not want to know whether you
actually do these, but only whether you are able to perform them presently.” Thus a
patient might not ‘go shopping’ but is requested to indicate whether they could if they
wanted to. This is in marked contrast with the equivalent scale on the SF-36 that not
only asks about actual functioning but also includes some strenuous tasks which are
perhaps less likely to be applicable to the chronically ill.

The RSCL consists of 30 questions on four-point scales (‘not at all’, ‘a little’, ‘quite
a bit’, ‘very much’), a question about activity level, and a global question about ‘your
quality of life during the past week’ with seven categories. There are two main scales —
physical symptom distress and psychological distress — in addition to the scales for
activity level and overall valuation. The standard scoring method is used.

Quality of Life in Epilepsy (QOLIE-89)

In contrast with the previous examples, the QOLIE-89 is a 13-page, 89-item question-
naire aimed at patients with epilepsy (Devinsky et al., 1995); Appendix E10 shows
extracts. It is based upon a number of other instruments, in particular the SF-36,
with additional items from other sources. It contains five questions concerning worry
about seizures, and questions about specific ‘bothersome’ epilepsy-related limitations
such as driving restrictions. Shorter versions with 31 and 10 items are available. The
QOLIE-89 contains 17 multi-item scales that tap into a number of health concepts,
including overall QoL, emotional well-being, role limitations owing to emotional sup-
port, social support, social isolation, energy/fatigue, seizure worry, health discour-
agement, attention/concentration, language, memory, physical function and health
perceptions. An overall score is derived by weighting and summing the scale scores.
There are also four composite scores representing issues related to epilepsy, cognition,
mental health and physical health.

The QOLIE-89 has been developed and tested upon adults. Epilepsy is a serious
problem for younger patients too, but children and adolescents experience very differ-
ent problems from adults. Adolescents may be particularly concerned about problems
of forming relationships with friends of the opposite sex, and anxious about possibili-
ties of marriage and their dependence upon parents. Children may feel excluded from
school or other activities, and may be teased by other children. Very young children
may be unable to complete the questionnaire alone, and parents or others will have to
assist. Thus QoL questionnaires intended for adults are unlikely to be satisfactory for
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younger age groups. One example of a generic QoL questionnaire that has been used
for children with epilepsy is the 16-dimensional 16D, which Apajasalo et al. (1996)
used in young adolescents aged 12-15, comparing normal children against patients
with epilepsy. One interesting feature of the QOLIE-89 is that there are five questions
about general QoL issues. Questions 1, 2, 3, 49 and 89 use various formats to enquire
about health perceptions, overall QoL, overall health and change in health.

Paediatric Asthma Quality of Life Questionnaire (PAQLQ)

The PAQLQ developed by Juniper et al. (1996) has been designed to measure the prob-
lems that children between the ages of seven and 17 experience as a result of asthma;
extracts from the self-administered version are shown in Appendix E11. The PAQLQ
has 23 items relating to three dimensions, namely symptoms, activity limitations and
emotional function. Items are scored from 1 to 7. Three of the activity questions are
‘individualised’, with the children identifying important activities at the beginning of
the study. There is a global question, in which children are asked to think about all the
activities they did in the past week, and to indicate how much they were bothered by
their asthma during these activities. The items reflecting each dimension are averaged,
forming three summary scales that take values between 1 and 7.

Parents often have a poor perception of their child’s health-related QoL, and so
it is important to ask the children themselves about their experiences. Since chil-
dren may have difficulty in completing the self-administered questionnaire, Juniper
et al. (1996) suggest using the interviewer-administered version, administered by a
trained interviewer who has experience of working with children. Children may be
strongly influenced by adults and by their surroundings, and so detailed guidelines
and interviewing tips are provided. The PAQLQ has been tested in children aged
between seven and 17 years, and has demonstrated good measurement properties in
this age group.

Instruments for specific aspects of QoL

The instruments described above purport to measure general QoL, and include at least
one general question about overall QoL or health. In many clinical trials this may
be adequate for treatment comparison, but sometimes the investigators will wish to
explore particular issues in greater depth. We describe four instruments that are widely
used in clinical trials to explore anxiety and depression, physical functioning, pain
and fatigue. These domains of QoL are particularly important to patients with chronic
or advanced diseases. Many other instruments are available, both for these areas and
others. Additional examples are coping (Hiirny et al., 1993), satisfaction (Baker and
Intagliata, 1982), existential beliefs (Salmon et al., 1996) and self-esteem (Rosenberg,
1965). Since these questionnaires evaluate specific aspects of QoL, in order for a
patient assessment to be called ‘quality of life’ these instruments would normally be
used in conjunction with more general questionnaires.
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Hospital Anxiety and Depression Scale (HADS)

The HADS was developed by Zigmond and Snaith (1983) and was initially intended
as a clinical screening tool to detect anxiety and depression (Appendix E12). It has
become widely used in clinical trials for a wide range of conditions, including arthritis,
bowel dysfunction, cancer, dental phobia, osteoporosis and stroke. The HADS consists
of 14 questions that are completed by the patients. Each question uses a four-point
scale. Seven of these questions were designed to address anxiety, and the other seven
depression. The HADS deliberately excludes items that may be associated with emo-
tional or physical impairment, such as dizziness and headaches; it emphasises the psy-
chological signs or consequences of anxiety and depression.

Two particular features of the HADS are interesting from the point of view of scale
design. The questions addressing anxiety and depression alternate (odd and even items,
respectively), and half of the questions are worded positively and half negatively (e.g.
‘I feel cheerful’ and ‘I get sudden feelings of panic’).

Each item is scored 0 to 3, where 3 represents the state associated with the most
anxiety or depression. The items are summed after suitable ordering, yielding two sub-
scales ranging from O to 21. Based upon psychiatric diagnosis, HADS ratings of 11 or
more are regarded as definite cases that would normally require therapy; ratings of 7 or
less are non-cases; those scoring 8—10 are doubtful or borderline cases that are usually
referred for further psychiatric assessment.

Another widely used instrument is the Beck Depression Inventory (BDI) (Beck et
al., 1961), which measures existence and severity of depression. It can be either self-
rated or administered orally and emphasises cognitive rather than affective symptoms.
The PHQ-9 is another popular depression questionnaire, and is briefer than the BDI
(Spitzer et al., 1999).

McGill Pain Questionnaire (MPQ)

Pain is a frequent symptom in many disease areas, and can be distressing. Not surpris-
ingly, many instruments have been developed to assess pain. One such instrument, used
extensively in clinical trials, is the Brief Pain Inventory (BPI) short form (Cleeland and
Ryan, 1994). Further, many QoL instruments contain one or more items assessing
pain. Examples include simple numerical rating scales, in which the respondents rate
themselves in the range from O for no pain up to 10 for worst imaginable pain, and the
more descriptive items as seen in the EORTC QLQ-C30 and the FACT-G.

The MPQ is one of the most widely used tests for the measurement of pain (Melzack,
1975). The MPQ full version has 20 main groups of items, each with between two and
six adjectives as response categories, such as flickering, quivering, pulsing, throbbing,
beating, pounding. It takes five to 15 minutes to complete. Based upon a literature
search of terms used to describe pain, the MPQ uses a list of descriptive words that the
subject ticks. The words are chosen from three classes of descriptors — sensory (such
as temporal, spatial, pressure, thermal), affective (such as tension, fear) and evaluative
(such as intensity, experience of pain). There is a six-point intensity scale for present
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pain, from no pain through to excruciating pain. Three major measures are derived: a
pain rating index using numerical scoring, the number of descriptive words chosen,
and the value from the pain intensity scale. Pain-rating index scores can be calculated
either across all items or for three major psychological dimensions, called sensory—
discriminative, motivational—affective and cognitive—evaluative.

The short version, termed the SF-MPQ (Melzack, 1987), is shown in Appendix
E13. It has 15 items that are graded by the respondent from none (0) through to
severe (3). There is also a 10 cm VAS, ranging from ‘no pain’ through to ‘worst possible
pain’, and the same six-point intensity scale as in the full version. It takes two to five
minutes to complete. Each description carries a weight that corresponds to severity of
pain. This leads to a summary score that ranges from 0 (‘no pain’) to 5 (‘excruciating
pain’). The SF-MPQ has subscales for affective and sensory components of pain, as
well as a total score. In 2009 the SF-MPQ was revised to include an additional 7 items
for neuropathic pain, and all 22 items are now rated from O to 10.

Pain is a complicated and controversial area for assessment, although some of the
problems serve to illustrate general issues in QoL assessment. For example, the Zung
(1983) self-rating Pain and Distress Scale measures physical and emotional distress
caused by pain, rather than severity of pain itself. This recognises that severity of pain,
either as indicated by pain stimuli or by the subject’s verbal description, may result in
different levels of distress in different patients. One level of pain stimulus may pro-
duce varying levels of suffering, as determined by reactions and emotions, in different
patients. Also, pain thresholds can vary. Another issue to be considered when assessing
pain is that analgesics can often control pain very effectively. Should one be making
an allowance for increasing dosages of, say, opiates when evaluating levels of pain? In
some studies it may be appropriate to measure ‘uncontrolled pain’, in which case one
might argue that it is irrelevant to enquire about analgesics. On the other hand, high
doses of analgesics can be accompanied by disadvantages.

Multidimensional Fatigue Inventory (MFI)

The MFI of Smets et al. (1995) is a 20-item self-report instrument designed to measure
fatigue (Appendix E14). It covers five dimensions, each of four items: general fatigue,
physical fatigue, mental fatigue, reduced motivation and reduced activity. There are
equal numbers of positively and negatively worded statements, to counter possible
response bias, and the respondent must indicate to what extent the particular statement
applies to him or her. The five-point items take responses between ‘yes, that is true’
and ‘no, that is not true’, and are scored 1 to 5, where 5 corresponds to highest fatigue.
The five scale scores are calculated by simple summation.

Four of the scales appear to be highly correlated, with mental fatigue behaving dif-
ferently from the others. This suggests that there may be one or two underlying dimen-
sions for fatigue. However, for descriptive purposes, and for a better understanding
of what fatigue entails in different populations, the authors suggest that the separate
dimensions be retained and that the five scales should not be combined. If a global
score is required, the general fatigue scale should be used.
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Many other fatigue questionnaires exist. Some are designed to be disease specific,
targeting for example patients with arthritis or with cancer; some assume fatigue is uni-
dimensional, while others use for example a three-dimensional model. Fatigue mod-
ules have been developed to complement the EORTC-Q30 and the FACT-G.

Barthel Index of Disability (BI)

Disability scales were among the earliest attempts to evaluate issues that may be
regarded as related to QoL. They are still commonly employed, but mainly as a simple
indication of one aspect of the patient’s overall QoL. The BI (Mahoney and Barthel,
1965) was developed to measure disability, and is one of the most commonly used of
the class of scales known as ADL scales. ADL scales focus upon a range of mobility,
domestic and self-care tasks, and ignore issues such as pain, emotions and social func-
tioning. The assumption is that a lower ADL score implies a lower QoL.

The BI is used to assess functional dependency before and after treatment, and to
indicate the amount of nursing care that is required. It has been used widely for assess-
ing rehabilitation outcome and stroke disability, and has been included in clinical trials.
Unlike any of the other scales that we have described, it need not be completed by the
patient personally but is more intended for administration by a nurse, physiotherapist
or doctor concerned with the patient’s care. It therefore provides an interesting con-
trast against the subjective self-assessment that has been adopted by many of the more
recent measures. The BI examines the ability to perform normal or expected activities.
Ten activities are assessed, each with two or three response categories, scored 5, 10
or 15; items are left blank and scored 0 when patients fail to meet the defined criteria.
Overall scores range for 0 (highest dependency) to 100 (least dependency). It takes
about one minute to assess a patient.

The original BI uses a crude scoring system, since changes in points do not appear
to correspond to equivalent changes in all the scales. Also, patients can be at the
highest (0) point on the scale and still become more dependent, and can similarly
exceed the lowest (100) value. Modified versions of the BI largely overcome these
deficiencies. For example, Shah ef al. (1989) expanded the number of categories and
propose changes to the scoring procedures (Appendix El5). The BI and its modified
versions continue to be used widely as a simple method of assessing the effectiveness
of rehabilitation outcome.

Many ADL scales exist, and the Katz er al. (1963) index is another widely used
example. The concept here is that loss of skills occurs in a particular sequence, with
complex functions suffering before others. Therefore six items were chosen so as to
represent a hierarchical ordering of difficulty. A simplified scoring system is provided,
in which the number of activities that require assistance are summed to provide a
single score. Thus while ‘0’ indicates that no help is required, ‘6’ means that there
is dependency for all the listed activities. The Katz index has been used with both
children and adults, and for a wide range of conditions. In contrast to the BI, which
measures ability, the Katz index measures independence.
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Instrumental activities of daily living (IADL) scales include items that reflect abil-
ity to live and adapt to the environment. This includes activities such as shopping and
travelling, and thus these scales evaluate one’s ability to live independently within
the community, as opposed to needing help with basic functions such as dressing and
washing oneself. One example is the Functional Activity Questionnaire (FAQ), which
was designed for use in community studies of normal ageing and mild senile dementia
(Pfeffer et al., 1982).

1.9 Computer-adaptive instruments

Instruments developed in the twentieth century were mainly fixed format and paper
based. Most are intended for self-completion by patients or other respondents, although
some are designed with other modes of administration in mind such as by interviewer
or over telephone. More recently, advances in computer technology have led to a new
generation of instruments designed specifically for computer administration. These
instruments are typically ‘adaptive’, in the sense that there is a large pool of potential
items and each respondent is presented with a different set of items that are dynami-
cally selected according to the respondent’s previous answers. To some extent this mir-
rors the usual dialogue between a physician and patient: if a patient has said that they
have no trouble walking long distances, why ask if they are housebound? It is more
informative and efficient to tailor the interview as it progresses. However, computer-
adaptive instruments use statistical algorithms to identify dynamically the optimal
choice of items. They also calculate scores that are calibrated using a consistent metric
across patients, enabling comparisons of PROs both between individual patients and
in groups of patients.

Many of the instruments described above are available in their full original paper-
based form, as short-form versions and, more recently, teams such as the EORTC
group are generating in computer-adaptive versions (Petersen et al., 2010). Other
instruments are designed mainly for computer adaptive use; a prominent example is
PROMIS (Cella et al., 2010; Reeve et al., 2007), which is developing a wide range of
instruments that measure concepts such as pain, fatigue, physical function, depression,
anxiety and social function (www.nihpromis.org); PROMIS instruments are availa-
ble as computer adaptive tests that require three to seven items for precise scores, or
four- to 10-item short form versions. Computer-adaptive instruments are described in
Chapter 8.

1.10 Conclusions
Definitions of QoL are controversial. Different instruments use different definitions,

and frequently no specific model for QoL is stated formally. There is a wide range of
QoL instruments available, although this range is likely to be reduced once the purpose
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of evaluating QoL is considered. In a clinical trial setting, the disease area and thera-
pies being evaluated will usually limit the choice. Common features of the instruments
are that the patients themselves are asked, there are frequently several subscales, the
scales are often based upon multiple items, and the scales represent constructs that
cannot be measured directly. In Chapters 3—7 we shall explain methods for construct-
ing such scales. Most importantly, we describe the desirable measurement properties
of scales. We show how to ‘validate’ scales, and how to confirm whether an instrument
appears to be consistent with the hypothetical model that the designers intended.



Principles of measurement scales

Summary

The main methods for developing and validating new questionnaires are introduced,
and the different approaches are described. These range from simple global questions
to detailed psychometric and clinimetric methods. We review traditional psychometric
techniques, including summated scales and factor analysis models, as well as psycho-
metric methods that place emphasis upon probabilistic item response models. Whereas
psychometric methods lead to scales for QoL that are based upon items reflecting
patients’ levels of QoL, the clinimetric approach makes use of composite scales that
may include symptoms and side effects of treatment. This chapter contrasts the differ-
ent methods, which are then explained in detail in subsequent chapters.

2.1 Introduction

Questionnaires for assessing QoL usually contain multiple questions, although a few
may attempt to rely upon a single global question such as ‘Overall, what has your
quality of life been like over the last week? (very good, better than average, about
average, worse than average, very bad)’. Some QoL questionnaires are designed such
that all items are combined together; for example items might be averaged to produce
an overall score for QoL. Most instruments, however, recognise that QoL has many
dimensions and will attempt to group the items into separate scales corresponding to
the different dimensions. Thus we explore the relationship between items and scales,
and introduce the concepts underlying scales and their measurement.

2.2 Scales and items
Each question on the QoL questionnaire is an expression in words for an item. Most

QoL instruments consist of many questions, representing many items. Some of these
items may aim to measure a simple aspect of QoL, such as a physical symptom. In

Quality of Life: The Assessment, Analysis and Reporting of Patient-Reported Outcomes, Third Edition.
Peter M. Fayers and David Machin.
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such cases, sometimes a single item will suffice to encapsulate all that is required.
Other QoL concepts may be more complex, and the developers of an instrument might
decide that it is preferable to use several questions that can be combined to form a
multi-item scale.

For example, some drugs may cause vomiting, and therefore questions for patients
receiving potentially emetic drugs might aim to assess the level of vomiting. This is
typically true for cytotoxic chemotherapy, which is used as a treatment for cancer. Some
cancer-specific instruments contain a single question about vomiting. An example is
the question ‘Have you vomited? (not at all, a little, quite a bit, very much)’ on the
EORTC QLQ-C30. However, a single question about vomiting may be considered
too imprecise to measure severity, frequency and duration of vomiting, and usage of
anti-emetics. The QLQ-C30 already contained 30 questions, and it was felt undesir-
able to lengthen it. The developers considered it more important to retain questions
about other symptoms and functions rather than add extra items about vomiting. Thus
a single question about vomiting and one about nausea was thought adequate for
general-purpose assessment of QoL.. However, vomiting can sometimes be an outcome
of particular interest, in which case studies might benefit from the addition of supple-
mentary questions on this topic.

Symptoms are often conceptually simple. For example, vomiting has a clear defini-
tion and there is little controversy about its meaning. Multi-item scales are frequently
used when assessing more complex issues. For example, the more psychological
dimensions may be less well defined in many people’s perception. Even when there is a
commonly agreed single definition, it may be misunderstood by the patients who com-
plete the questionnaire. For example, terms such as ‘anxiety’ and ‘depression’ are rather
more abstract in nature than most clinical symptoms, and different investigators may
adopt differing definitions. Psychological literature distinguishes these two terms, but
patients may be less certain of their distinction and may interpret anxiety and depression
in many different ways. They may also have widely differing opinions as to the sever-
ity intended by ‘very anxious’. Because of the nature of psychological constructs, it is
usually impossible to rely upon a single question for the assessment of a patient. Most
psychometric tests will contain multiple items addressing each psychological aspect.

QoL instruments commonly contain a mixture of single-item and multi-item scales.
A major aspect of scale design is the determination of the number of items that should
comprise a particular scale and, if more than one item is appropriate, the assessment of
how consistently these items hang together.

2.3 Constructs and latent variables

Some psychological aspects of QoL will have clear, precise and universally agreed
definitions. As we have noted, others may be more contentious and may even reflect
the opinions of an individual investigator. Many of these psychological aspects are not
directly and reliably measurable, and in some cases it may be debatable as to whether
the concepts that are being described really do exist as distinct and unique aspects of
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QoL. These concepts constitute psychological models that may be regarded as con-
venient representations of QoL issues in patients. They are commonly described as
being postulated constructs, latent traits or factors.

These hypothetical constructs that are believed or postulated to exist are represented
or measured by latent variables. Examples of latent variables are QoL itself, or its
constituent components (such as anxiety). Thus latent variables are the representations
of constructs and are used in models. The aims of numerical methods in QoL research
may largely be summarised as testing the adequacy and validity of models based upon
postulated constructs, and estimation of the values of the latent variables that comprise
those models. The term factor, apart from its use as a synonym for constructs, is com-
monly used to denote lower-level constructs such as when one construct, for example
overall QoL, is decomposed into a number of components, or factors. Thus physical
functioning, role functioning, social functioning and emotional functioning are latent
variables that are all aspects, or factors, of QoL.

Constructs and latent variables are abstract concepts. Thus Nunnally and Bernstein
(1994) describe constructs as ‘useful fictions’ and ‘something that scientists “construct”
or put together in their own imaginations’. They also note that the name given to any one
specific construct is no more than a word and that, although the name may appear to imply
a meaningful set of variables, there is no way to prove that any combination of these vari-
ables ‘measures’ the named construct. Since latent variables cannot be measured directly,
they are usually assessed by means of multi-item tests or questionnaires. QoL instruments
often contain 20 or more questions. Sometimes a single global question is also used, for
example: ‘How would you rate your overall quality of life during the past week?’

In contrast to the (unobserved) latent variables that reflect hypothetical constructs,
the so-called manifest variables are the observed responses made by patients to ques-
tionnaire items.

When a single latent trait, or factor, underlies the data, the construct is described as
being unidimensional. Many models for QoL assume that it can be represented by a num-
ber of lower-level factors, such as physical functioning, emotional functioning and cogni-
tive functioning. Therefore QoL is often described as being multidimensional in nature.
Most QoL instruments recognise the multidimensional nature of QoL and thus aim to
evaluate a number of distinct dimensions, with each of these dimensions being addressed
either by single items or by multi-item scales. In contrast, some instruments that are
designed to target individual PROs may identify only a few dimensions — for example, a
pain severity questionnaire might recognise a single dimension for pain severity.

2.4 Single global questions versus multi-item scales

Global questions

As Gill (1995) commented, “The simplest and most overtly sensible approach to meas-
ure QoL is to use global rating scales. These ratings, which have been successfully used
to assess pain, self-rated health, and a myriad of other complex clinical phenomena,
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can allow expression for the disparate values and preferences of individual patients.”
Investigators can ask patients to give several global ratings, such as one for overall
QoL and another for health-related QoL or for physical well-being. Global single-
item measures allow the subject to define the concept in a way that is personally
meaningful, providing a measure that can be responsive to individual differences.
Global single-item indicators require that subjects consider all aspects of a phenom-
enon, ignore aspects that are not relevant to their situations, and differentially weight
the other aspects according to their values and ideals in order to provide a single rating.
A global single-item measure may be a more valid measure of the concept of interest
than a score from a multi-item scale.

Unfortunately, there is considerable disagreement whether it is meaningful to ask
a patient such questions as ‘Overall, what would you say your quality of life has been
like during the last week? (excellent, very good, good, fair, poor, very poor, extremely
poor)’. Some authors argue that responses to these global questions are unreliable
and difficult to interpret, and that it is better to ask multiple questions about the
many aspects of QoL. They suggest that responses to the individual questions can be
aggregated to form a summary global score that measures overall QoL., using either an
unweighted summation that attaches equal importance to all questions or a weighted
summation that uses patients’ opinions of the relative importance of questions. Other
authors dissent, some maintaining that QoL is a multidimensional construct and that it
is meaningless to try to sum the individual items to form a single overall score for QoL.

In practice, as described in the preceding chapter, many instruments include at least
one global question in addition to a number of multi-item scales. Often a global ques-
tion is used for overall QoL, for overall health, or for similar concepts that are assumed
to be broadly understood by the majority of patients. In a similar way, global single
questions are also used to provide a single rating for individual domains, such as a
global question for overall depression.

Multi-item scales

Multi-item scales are commonly used to assess specific aspects of QoL that are likely
to be unidimensional constructs. Measures from multi-items usually have several
advantages over a score estimated from the responses to a single item.

One of the main objections to the use of single items in global questions is that
latent variables covering constructs such as QoL, role functioning and emotional func-
tioning are complex and ill-defined. Different people may have different ideas as to
their meaning. Multi-item scales are often used when trying to measure latent variables
such as these. Many aspects of scale development have their origins in psychometric
testing. For example, from the earliest days it was accepted that intelligence could
not be defined and measured using a single-question intelligence test. Thus multiple
questions were recognised to be necessary to cover the broad range of aspects of intel-
ligence (such as verbal, spatial and inductive intelligence). An intelligence test is there-
fore an example of a multi-item test that attempts to measure a postulated construct.
Under the latent variable model we assume that the data structure can be divided up
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into a number of hypothetical constructs, such that each distinct construct is a latent
variable representing a unidimensional concept. Since these constructs may be abstract
and therefore not directly measurable, they are commonly assessed using multi-item
questionnaires.

Psychometric theory also favours multi-item tests because they are usually more
reliable and less prone to random measurement errors than single-item measures for
assessing attributes such as intelligence, personality or mood. For example, in educa-
tional and intelligence tests, multi-item scales reduce the probability of obtaining a
high score through either luck or the correct-guessing of answers.

Another very important reason for using multi-item tests is that a single item with,
for example, a seven-category response scale lacks precision and cannot discriminate
between fine degrees of an attribute, since for each patient it can assume only one of
the specified response levels. By contrast, tests involving large numbers of items are
potentially capable of very fine discrimination. Gaining precision is frequently the rea-
son for including more items in a multi-item scale as each item adds more information
about the latent variable. As we shall see in Chapter 8, this is also the reason for using
computer adaptive tests that at each stage select the most informative successive items
until adequate precision is obtained.

Many QoL instruments assess more than one domain. Thus they will contain either
single items or multiple items per domain, and may present separate scores for each
domain. These scores, and the instruments that produce them, are commonly termed
profile if they describe related domains, and battery if they represent scores of inde-
pendent concepts (Figure 2.1).

* Single rating, single-item scale
A single question that is used to provide a score, such as a pain rating or a depression
rating.

® Multi-item scale

A scale formed by multiple related items. The items should represent a single domain or
concept.

® Scale score
A summary score for a single- or multi-item scale.

¢ Index
A summary score for related items or independent concepts.

* Profile
Multiple scores of multiple related domains.

® Battery
Multiple scores of independent domains or concepts.

Figure 2.1  Scales, indexes, profiles and batteries.
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2.5 Single-item versus multi-item scales
Reliability

A reliable test is one that measures something in a consistent, repeatable and reproduc-
ible manner. For example, if a patient’s QoL were to remain stable over time, a reliable
test would be one that would give very similar scores on each measurement occasion.
In Chapter 4 we show that reliability of a measurement can be measured by the squared
ratio of the true-score standard deviation (SD) over the observed-score SD, and in
Chapter 5 we extend the discussion to include multi-item scales. It is often stated that
multi-item scales are more reliable than single-item tests. This is a reasonable claim —
in some circumstances.

Consider a questionnaire such as the HADS. The anxiety subscale comprises ques-
tions that include ‘I feel tense or “wound up’”’, “Worrying thoughts go through my
mind’ and ‘I get sudden feelings of panic’. A patient with a given level of anxiety will
tend to answer positively to all these items. However, there will be variability in the
responses, with some patients responding more strongly to one question than another.
This patient variability would render a single-item test unreliable. However, by averaging
the responses from a large number of questions we effectively reduce the impact of the
variability. In statistical terms, the reliability of the scale is increased by including and
averaging a number of items, where each item is associated with an independent random
error term. Cronbach’s coefficient « is a measure of reliability of multi-item scales (see
Chapter 5), and can be used to calculate the potential gain of adding extra items to a scale.

Many psychological concepts, for instance depression, are subjective states and dif-
ficult to define precisely. If asked a single question such as ‘Are you depressed?’, patients
may vary in the perception of their state and may also be unsure as to how to classify
themselves. Thus a large random error may be associated with global questions. Spector
(1992) writes: “Single items do not produce responses by people that are consistent over
time. Single items are notoriously unreliable.” On the other hand, as we shall show, esti-
mates of gain in reliability for multi-item scales are based upon conditions that are often
inapplicable to the items found in QoL scales. Therefore it does not necessarily follow
that increasing the number of items in a QoL scale will increase its overall reliability. A
review of published empirical studies suggests that global questions regarding QoL can
possess high reliability (Youngblut and Casper, 1993). Thus opinions continue to differ
as to whether or not single-item global questions are reliable.

Precision

Numerical precision concerns the number of digits to which a measurement is made.
If a scale has a range from 0 to 100, a measurement made to the nearest 1 is more
precise than one rounded to the nearest 10. Precision is important because it indicates
the potential ability of the scale to discriminate amongst the respondents. Precision is
related to reliability, inasmuch as an imprecise measurement cannot be reliable.
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Single-item global questions are frequently categorical in form, and these offer lim-
ited precision. For example, the SF-36 asks: ‘In general, would you say your health is:
..."7" (response categories from 1 = excellent to 5 = poor), while the EORTC QLQ-C30
asks: ‘How would you rate your overall quality of life during the past week?’ (response
categories from 1 = very poor to 7 = excellent). These questions have a precision that is
delimited by the number of valid categories from which the respondent must choose, and
the QLQ-C30, with seven categories, potentially offers more precision that the SF-36 with
five. Although it might seem tempting to allow a larger number of response categories,
this can lead to difficulties in distinguishing shades of meaning for adjacent ones. Offering
a large number of categories also leads to unreliability in the sense that, in repeated test-
ing, respondents will not consistently choose the same answer from the closely adjacent
possibilities. When using labelled response options, verbal rating scales (VRS) with a
maximum of four or five response categories are often recommended, and it would seem
of little value to go beyond seven categories. For symptoms, a common format is to use an
11-point numerical rating scale (NRS) in which 0 represents absence of symptoms and
10 indicates the worst possible grading; for many applications this may provide adequate
precision, although in other situations a multi-item scale may be preferred.

Multi-item tests, on the other hand, can have greater precision. For example, if four-
point categorical questions are used, and five questions are summed into a summary
score, the resultant score would have 20 possible categories of response.

Some single-item assessments attempt to overcome this by using visual analogue
scales (VAS) in which a line, typically 10 cm long, is labelled at each end by extreme
values. Respondents are invited to mark the line at a distance from the two ends accord-
ing to their level of QoL. In principal such scales can provide fine discrimination, since
the investigator may choose to measure the positions of the response very precisely.
In practice, however, there must be doubt as to whether patients can really discrimi-
nate between fine differences of position along the line. (VRS, NRS and VAS are also
described in Section 3.8).

Validity

The items of a multi-item scale can be compared against each other, to check whether
they are consistent and whether they appear to be measuring the same postulated
underlying construct. Psychometric tests of validity are to a large extent based upon
an analysis of the inter-item correlation structure. These validation tests cannot be
employed on a scale that contains only a single item. It has been argued that the abil-
ity to check the internal structure of multi-item scales is an essential feature, and the
inability to do the same for single-item measures is their most fundamental problem.
Blalock (1982) points out that with a single measure of each variable one can remain
blissfully unaware of the possibility of measurement error, but in no sense will this
make the inferences more valid.

This criticism of single-item scales serves merely to indicate the need to adopt suitable
methods of validation. Internal validity, as typified by Cronbach’s reliability coefficient
a (see Chapter 5), can only be calculated for multi-item scales and cannot be explored
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when there is but a single item. However, insight into properties analogous to internal
validity may be obtained by introducing additional, temporary items. During the scale
development phase, redundant items could be added to the questionnaire purely for vali-
dation purposes; they could be abandoned once the scale is approved for use.

Both single- and multi-item scales can, and should, be investigated for external
validity. This places emphasis upon an examination of the relationships and corre-
lations with other items and scales, and with external variables such as response to
treatment. Assessment of all scales should include evaluation of test-retest reliability,
sensitivity and ability to detect expected differences between groups such as treatment
or disease, and responsiveness to changes over time (Chapter 4).

Scope

QoL, like many constructs, is a complex issue and not easily assessed by a single ques-
tion. Many patients, when asked: ‘How would you rate your overall quality of life?” may
reply: “Well, it depends what you mean by “QoL”. Of course I've got lots of symptoms,
if that’s what you mean. But I guess that is to be expected.” In other words, the global
question oversimplifies the issues and some patients may have difficulty in answering
it. They find it more straightforward to describe individual aspects of QoL. This is often
advocated as a reason for multi-item questionnaires and is perhaps the most pertinent
argument for caution in the use of global questions. If patients have difficulty under-
standing or answering a question, their responses must surely be regarded with suspicion.

An investigator who uses multi-item tests can choose items so that the scope and
coverage of the questionnaire is made explicit. Areas of interest can be defined by the
selective inclusion of items, and the scope of the questionnaire can be widened by
including as many questions as are deemed necessary to cover all the topics of interest.
Alternatively, the scope can be made more restricted or tightly defined, by excluding
unwanted items, either at the questionnaire-design stage or during analysis. Multi-item
questionnaires allow the investigator greater freedom for creating his or her own defi-
nition of QoL — even though this may not correspond to the patient’s view of what is
meant by ‘quality of life’.

2.6 Effect indicators and causal indicators

Much of psychometric theory is based on the premise that there exist hypothetical
‘latent’ constructs such as QoL, and that scales can be constructed from items that
reflect the respondent’s level of the latent construct. Over the years it has become appar-
ent that several types of items can be distinguished, according to their relationship with
the latent variable that is being assessed. These are known as reflective (or effect) and
formative (subdivided into causal and composite) indicators. Essentially, psychometric
theory is based largely on reflective (effect) indicators, which also implies that models
for ‘parallel items’ are applicable (Section 2.7).



2.6 EFFECT INDICATORS AND CAUSAL INDICATORS 43

It must be emphasised that the reflective model describes the relationship between
the observed items (‘indicators’) and the latent construct; frequently a completely dif-
ferent perspective is obtained by redefining the latent variable, as we describe at the
end of this Section. For example, when exploring QoL as the latent variable, pain
impacts on QoL but does not necessarily reflect the level of QoL; on the other hand,
pain may reflect severity or progression of illness.

Reflective (effect) indicators

The majority of items to be found in personality, intelligence or educational attainment
tests and other psychometric assessments are designed to reflect either a level of ability
or a state of mind, and this reflective model has dominated the psychometric methods
that have been developed for test or questionnaire design. These items are commonly
given a variety of descriptive names, including effect indicator or, because they indi-
cate or ‘reflect’ the level of the latent variable, reflective indicator. They are also the
most common type of item in PRO or QoL instruments and that is why we draw so
heavily on methods developed in these other fields. However, as we shall see there are
some notable exceptions and in those cases other methods of questionnaire design and
scoring should be considered.

Items that are reflective indicators do not alter or influence the latent construct that
they measure. (Although learning effects can interfere with the measurement of intel-
ligence or education, appearing to alter the latent construct, they are less important for
our discussion of QoL.)

Causal indicators

However, the symptoms assessed in QoL scales may cause a change in QoL. If a
patient acquires serious symptoms, their overall QoL is affected by those symptoms.
In fact, the reason for including symptoms in QoL instruments is principally because
they are believed to affect QoL. Conversely, having a poor QoL does not imply that
the patient has specific symptoms. Unlike educational tests, in which a person with
the highest ability has the greatest probability of answering all questions successfully,
a patient with poor QoL need not necessarily be suffering from all symptoms. Symp-
toms and similar items are causal indicators (Fayers and Hand, 1997a). Side effects are
another good example of variables that are causal indicators in relation to overall QoL.
Although symptoms are indicators of disease and side effects are consequences that
are reflective of treatment, neither treatment nor disease is the focus when assessing
QoL and, in relation to the assessment of QoL, symptoms and side effects are purely
causal. Typical characteristics of causal items are that one on its own may suffice to
change the latent variable; it is unnecessary — and usually rare — that patients must
suffer from all items in order to have a poor QoL (Fayers et al., 1997a). For example,
few patients will experience all possible symptoms and side effects, but one serious
symptom — such as pain — suffices to reduce overall QoL.
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Variables may frequently be partly effect and partly causal indicators. They may
also exchange roles. For example, a patient may experience symptoms, become
distressed, and then perceive — and report — the symptoms as being worse than they
are. An initially causal item has acquired additional reflective properties. Another
example is the phenomenon of anticipatory nausea and vomiting. Cytotoxic chemo-
therapy for cancer commonly induces these side effects. Some cancer patients who
have experienced these problems after their initial course of treatment may start
vomiting prior to the administration of a subsequent course. Again, a variable that
might seem to be purely causal has acquired some of the properties of an effect
indicator. The reverse may also apply. A distressed patient may become unable
to sleep; so insomnia is a reflective indicator of psychological distress. Contin-
ued insomnia, however, may then cause additional anxiety and distress. Thus there
will often be uncertainty and ambiguity about the precise role of variables in QoL
assessment. Disease or treatment-related symptom clusters are likely to be pre-
dominantly causal; it may be less clear whether psychological and other items are
mainly causal or reflective in nature.

How do causal indicators affect QoL assessment? Many models assume that the
observed items depend solely upon the latent variable. That is, if QoL is ‘high’, high
levels of the items should reflect this. Furthermore, if the observed values of the items
are correlated, these correlations should arise solely because of the effect of the latent
variable. These assumptions are clearly untrue for causal indicators. Here, the correla-
tions between, say, symptoms arise mainly because of the changing disease patterns.
The correlations between a variable that is a causal indicator and the latent variable,
QoL, are likely to be weak or obscured by the stronger correlations between symptom
clusters.

Example

The Hospital Anxiety and Depression Scale (HADS) questionnaire is an
instrument with a simple latent structure (Appendix E12). Zigmond and
Snaith (1983) designed it such that seven questions should relate to anxiety,
and seven to depression. The design assumes that ‘anxiety” and ‘depression’
are meaningful concepts, and that they can be quantified. It is postulated
that they are two distinct constructs. It is assumed that anxiety and depres-
sion cannot be measured reliably and adequately by single questions such
as ‘How anxious are you? (not at all, a little, quite a bit, very much)’, and
that multiple questions must be employed. In common with most question-
naires that assess psychological aspects of QoL, the HADS items are predomi-
nantly reflective indicators. If anxious, patients are expected to have high
scores for the anxiety items; if depressed, they should score highly on the
depression items.
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The distinction between causal indicators and reflective indicators has become
widely recognised in the field of structural equation modelling. However, the implica-
tions of this distinction are less frequently recognised in clinical scale development,
even though these two types of items behave in fundamentally different ways in meas-
urement scales, and have considerable impact upon the design of scales. As we shall
see, the inter-item correlations can be more difficult to interpret with causal indicators,
and thus the methods of Chapter 5 become less useful (e.g. Cronbach’s a is usually
irrelevant for causal indicators), exploratory factor analysis of Chapter 6 can some-
times prove misleading (although more complex structural models that may be helpful
can be specified), and item response models of Chapters 7 and 8 become inappropriate.

Composite indicators

Some indicator variables may fit neither the reflective nor the causal models just described.
Consider an Activities of Daily Living (ADL) instrument. This instrument may well pro-
vide a global score for ADL. Perhaps it contains items such as ability to walk a short dis-
tance, or ability to eat food unassisted. These items are neither effects of ADL nor do they
‘cause’ ADL to change. Instead, they are part of the definition of what we mean by ADL,
and by including them in the model we are defining ADL as meaning mobility and ability
to eat by oneself. Another example is given by the example in Section 5.7, where pain was
evaluated by four items targeting, respectively, pain in abdomen, anus, rectum, or when
urinating; these items are but weakly correlated, and are composite indicators that define
what the investigators mean by ‘pain’ in the context of colorectal cancer.

Composite indicators thus serve to define, or ‘form’, their latent variable. In recognition
of this, a score that is yielded from such instruments is commonly described as an index.
Indexes exist in many forms; financial indexes include the FTSE-100, the Dow Jones
Industrial Average, Nasdaq Index and many others — and in every case the index is defined
by and labelled according to the items included in the respective basket. These and simi-
larly formed indexes are defined by their composite indicators (e.g. Bollen and Bauldry,
2011). Formative indicators as originally defined by Fornell and Bookstein (1982) are the
same as composite indicators. Confusingly, however, the modern trend is towards using
the label formative indicator as an umbrella term that includes both causal indicators and
composite indicators — that is, everything that does not fit the reflective model.

Formative indicators

The terms causal indicator and effect indicator are widely used in the field of structural
equation modelling (Bollen, 1989). They are unfortunate choices of words, since in
ordinary speech ‘cause’ and ‘effect’ are commonly regarded as dynamic and opposite.
In our context, changes in so-called effect indicators need not be an effect ‘caused’ by
the latent variable; they merely reflect its level. In an educational test, correct answers
to questions are neither ‘caused’ by high ability nor cause high ability. As already
noted, an alternative widely used term for effect indicator is the more neutral reflective
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indicator, because it reflects the level of the latent variable but need not in a strict
sense be an effect or consequence caused by that latent variable. In statistical terms,
a good reflective indicator is one that is highly correlated with the latent variable, and
no implication of causality need be present. Thus the flavour of such an indicator is
captured by such phrases as ‘it reflects the latent variable’ or ‘it is a manifestation of
the latent variable’. Similarly, some authors prefer the term formative indicator instead
of causal indicator.

Distinguishing causal from reflective indicators

How can one identify causal indicators? Perhaps the easiest method is the thought test.
For example, if we consider vomiting: think of the question ‘Could severe vomiting
affect QoL level?’ Yes, almost certainly. ‘Could QoL level affect vomiting?’ Possibly,
but it is more likely that vomiting is a consequence of the treatment or the disease.
Hence, most would conclude, vomiting is likely to be a causal indicator for QoL. Jarvis
et al. (2003) propose a seven-item check list for determining whether a particular item
is formative or reflective. In this, a construct should be modelled as having formative
indicators if the following conditions prevail:

1. the indicators are viewed as defining characteristics of the construct,
changes in the indicators are expected to cause changes in the construct,
changes in the construct are not expected to cause changes in the indicators,

the indicators do not necessarily share a common theme,

eliminating an indicator may alter the conceptual domain of the construct,

A O e

a change in the value of one of the indicators is not necessarily expected to be as-
sociated with a change in all of the other indicators, and

7. the indicators are not expected to have the same antecedents and consequences.

Table 2.1 compares reflective and formative models, and many of these features
also serve to distinguish between the two models. Coltman et al. (2008) provide an
expanded discussion contrasting these models.

Impact of formative models

For an index based on formative indicators, both causal or composite, correlation
between the items is usually of little relevance (apart from very high correlations that
may sometimes be indicative of item redundancy), so the methods of Chapters 5 to 8
are irrelevant. Face and content validity in the form of comprehensive coverage of the
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components in the index is usually paramount. It is particularly important to include
items for all of the issues that impact on (causal model) or define (composite model)
the latent variable, especially if they occur frequently or are rated important by patients.
Irrelevant items must not be included, as they might distort the index that is being cre-
ated. These issues are addressed most strongly by qualitative methods for face and
content validity, rather than the correlation-based or other psychometric approaches to
construct validity.

Thus the development of scales based on reflective or formative models should fol-
low different principles. This will affect the initial choice and specification of candi-
date items, and the subsequent selection, retention or deletion of items. Two studies are
reported in the examples of Section 3.15, illustrating the substantial differences that
occur when scales are developed using methods for formative items instead of psycho-
metric models with reflective items. The distinction between the two types of indica-
tors is of fundamental importance to the design and validation of new instruments,
particularly when they are intended to combine multiple items into summary scales.
Effect indicators may lead to homogeneous summary scales with high reliability coef-
ficients, whereas causal indicators should be treated with greater caution (Fayers and
Hand, 1997a).

Re-specifying the latent variable

We have discussed how a symptom such as pain might be conceptually regarded as a
causal indicator when assessing QoL. In this model, QoL is the latent variable and it is
assumed that the aim is to obtain a rating for patients’ level of QoL. Instead, suppose
we are interested in simply rating the level of pain severity. To do this, we now define
pain severity as the latent variable, and we seek items in the pain questionnaire that
are indicators of pain level. These items can arguably be viewed as reflective of pain
severity, and the aim of scale validation now becomes to evaluate whether a reflective
model is reasonable, and to test the performance of the individual items.

In other words, it is essential to recognise that items are not in themselves inherently
reflective or formative. They only acquire these attributes when they are regarded as
indicators of a specified latent variable, and the same item may change its status accord-
ing to the perspective from which it is viewed. A set of pain items may be reflective for
severity of pain, and then standard psychometric methods will be perfectly applicable;
the same items can at the same time be formative indicators for an index score of QoL,
and for that purpose a different approach to scaling and scoring will be necessary.

2.7 Psychometrics, factor analysis and item response theory

The theory of multi-item tests is based upon measurement models that make various
assumptions about the nature of the items. These form what is often called traditional
psychometrics and are based largely on either summated scales, in which the scores on
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multiple items are added together, or linear models such as factor analysis models. In
contrast, models that stress the importance of item response models, in which patients
with a particular level of ability have a probability of responding positively to different
questions, are often called modern psychometrics.

Historically, the early psychometricians were interested in exploring ill-defined
constructs such as intelligence, to see if there is an innate form of general intelli-
gence. It was thought that this might be distinct from specific abilities such as ver-
bal or mathematical intelligence, which might be influenced by education (see
Section 6.6). This led to the creation of multi-item tests that enabled correlation-based
models to be explored for attempting to separate these postulated constructs. Thus one
major reason for using what are known as parallel tests is that it becomes possible to
explore dimensionality and factor-structure. The use of multiple items also increases
the reliability and precision of the assessment.

Parallel items

One of the most common models is founded upon the theory of parallel tests. This pos-
its that each individual measurement item is a test or a question that reflects the level
of the underlying construct — that is, all items should be reflective indicators (Section
2.6). For example, when evaluating anxiety, each question should reflect the underly-
ing level of a patient’s anxiety. Each item should be distinct from the others, yet will
nevertheless be similar and comparable in all important respects. The item responses
should differ only as a consequence of random error. Such items are described as being
parallel. There are a number of assumptions inherent in this model, of which the most
important are:

1. Each of the items (say, x; for the ith item) is a test that gives an unbiased estimate of
the latent variable (). That is, on average, the value of each item equals the value
of the latent variable plus random variability (the error term). Thus x; = 0 + ¢,
where ¢; is an error term that has, on average, a mean value of zero.

2. The e; error terms are uncorrelated. That is, any two items (x;, x;) should only ap-
pear to be correlated because the latent variable varies. If we consider a group of
patients with an identical level of QoL (constant ), their x values should be uncor-
related with each other.

3. Eachitem is assumed to have the same amount of potential error as any other item.
That is, SD(e;) = SD(e;). This implies that, for a group of patients corresponding to
any one particular value of the latent variable, the items x; and x; have equal SDs.

4. The error terms are uncorrelated with the latent variable. That is, the correlation

between e; and @ is zero.

The theory of parallel tests underpins the construction of simple summated scales
in which the scale score is computed by simply adding together all of the item scores.
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These scales are often called Likert summated scales, after the influential papers by
Likert (1932, 1952). The Likert method is most successful when the response scale for
each item covers a wide range of scale levels.

However, the constraints of strictly parallel tests have been recognised as being
unnecessarily restrictive. Most of the psychometric properties are retained even when
the SDs of the error terms are allowed to differ, so that SD(e;) # SD(e;). Such models
are known as randomly parallel tests, or tau-equivalent tests since 7 (tau) is the mathe-
matical symbol that is often used to represent the true score for a test. This implies that
the items are still parallel with respect to how much they are influenced by the latent
variable, but they may have different error SDs arising from extraneous non-specified
factors. Thus in tau-equivalent tests, like parallel tests, the mean value x; of item i is on
average equal to 6.

Much of the early development of psychometric questionnaires was centred upon
educational testing, in which examination questions can be carefully designed so as to
comply with these exacting demands. For QoL instruments, one might anticipate that
some items in a scale might take responses that are on average higher (or lower) than
other items in the scale. In psychometric terms, these may be essentially tau-equivalent
tests, in which the items have different constant ‘bias’, or shift in value, relative to the
latent variable. Thus the mean value of item i is 6 + k; where k; is the constant bias for
item i. One thing in common with all these models is the assumption that the tests con-
sist of reflective indicators that are solely linear functions of the latent variable (with
a random error component included). Many of the traditional psychometric methods
remain applicable to essentially tau-equivalent tests (Lord and Novick, 1968).

The majority of QoL instruments have been designed upon the principles of parallel
tests and Likert summated scales. The related psychometric methods (see Chapter 5) to
a large extent assume that the scales contain solely reflective indicators. This is usually
a reasonable assumption for educational, intelligence and personality tests, as well as
for many other psychological and sociological tests. The inter-item correlations that
exist between causal indicators in many clinical fields of application may render many
psychometric methods inapplicable.

Factor models

Parallel tests and Likert summated scales are unidimensional models; that is, they
assume that all the items are measuring a single construct, or factor. If an instrument
is thought to consist of several multi-item scales, each will have to be analysed sepa-
rately. By comparison, factor analysis is a much more general approach that can model
a number of factors simultaneously, using the inter-item correlations and SDs to esti-
mate the models and carry out statistical ‘goodness-of-fit’ tests. The factor structure
models are linear combinations of the observed variables, with the latent variables
being estimated by weighted summation that reflects the importance of each of these
variables. The basic factor analysis models belong to traditional psychometrics, and
they assume that all items are reflective indicators such that the inter-item correlations
arise through the relationship between these observed variables and the latent variable.
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However, when causal items are present, the so-called exploratory factor analy-
sis model breaks down. For example, many symptoms will be correlated because
they are related to disease progression or treatment side effects; these correlations
indicate nothing about the relationship between the symptoms and QoL. Structural
equation models (SEMs) provide generalisations of the factor model, and also include
multiple-indicator multiple cause (MIMIC) models. These models are able to handle
causal indicators, but place far greater demands upon the data and do not provide
a solution in every circumstance. Variables that are composite indicators, and form
indexes, do not fit factor models, SEMs or MIMIC models.

Factor analysis seems to work — even with formative indicators!

Exploratory factor analysis is widely used in publications that purport to validate QoL
instruments. Mostly, the results appear to be sensible. Which might appear to con-
tradict the assertions about formative indicators and misleading correlations. How-
ever, although factor analysis is promoted as a form of validation for exploring the
dimensionality and constructs underlying latent variables such as QoL, we will show
in Chapter 6 that all it really aims to do is identify clusters of variables that are highly
correlated. Thus if a QoL instrument contains several items about mobility, it would be
unsurprising to find that those items are strongly correlated and thus form a ‘factor’;
but the presence of a such a factor cannot be taken as reassurance that mobility is a
dimension of QoL. In Chapter 6 we provide additional examples where factor analysis
leads to misleading results when formative items are present. Usually, however, the
resultant factors which represent clusters of correlated items will appear sensible, but
for the wrong reasons.

Item response theory

While most QoL and other clinical scales have been developed and based upon tradi-
tional psychometric theory, with summated scales being particularly common, newer
instruments make greater use of modern psychometric theory. This largely centres on
item response theory (IRT). For this model, items may have varying ‘difficulty’. It is
assumed that patients will have different probabilities of responding positively to each
item, according to their level of ability (that is, the level of the latent variable). Whereas
traditional methods focus upon measures such as averages, IRT places emphasis upon
probabilities of responses.

The design of scales using IRT methods is markedly different from when traditional
methods are used. Likert summated scales assume items of broadly similar difficulty,
with each item having response categories to reflect severity or degree of response
level. In contrast, IRT scales are based upon items of varying difficulty. In educational
testing, where IRT was to a large extent pioneered, each item will frequently have only
two response categories (gradings), such as yes/no or right/wrong. By using items
with a wide range of difficulty, ability can be scored with a high level of precision. We
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cannot separate the most able students from those only slightly less competent if all
the questions are too easy; thus an exam should include some difficult questions that
enable discrimination at this level. Similarly, easy questions are needed to distinguish
among the weaker students.

Unlike the early psychometricians, who were using parallel tests to explore the number
of dimensions that underlie concepts such as intelligence, the proponents of IRT instead
assume that the dimensions have to a large extent been agreed upon. The focus becomes
assessment, with the highest efficiency and precision. In addition, the items in educational
tests have to be changed from year to year to prevent cheating. A means of calibrating
questions is required, to ensure a consistency of grades over time. IRT offers this facility.

IRT models, like factor models, assume that the observed variables reflect the value
of the latent variable, and that the item correlations arise solely by virtue of this rela-
tionship with the latent variable. Thus it is implicit that all items are reflective indi-
cators. This model is inappropriate for symptoms and other causal items. IRT also
underpins computer adaptive tests (CATs), and one of the assumptions of CATs is that
items are exchangeable so that different respondents may receive different subsets of
items; clearly that cannot be true if the items are formative indicators, either causal of
composite indicators.

2.8 Psychometric versus clinimetric scales

Feinstein (1987) argues that many clinical scales possess fundamentally different attrib-
utes from psychometric scales, and that their development and validation should there-
fore proceed along separate paths. He proposed the name clinimetrics for the domain
concerned with the construction of clinical indexes. A ‘good’ and useful clinimetric
scale may consist of items comprising a variety of symptoms and other clinical indexes,
and does not necessarily need to satisfy the same requirements that are demanded of
other scales. Fayers and Hand (2002) characterise this by noting that psychometricians
try to measure a single attribute with multiple items. The validation methods described
in Chapter 5 are then used to demonstrate that the multiple component items are all
measuring (more or less) the same single attribute (latent variable). Clinicians try to
measure multiple attributes with a single index, and aim their strategies at choosing and
suitably emphasising the most important attributes to be included in the index.

Example

The Apgar (1953) score is used to assess the health of newborn babies. This
index combines five seemingly disparate symptoms related to heart rate, respira-
tory rate, reflex responses, skin colour and muscle tone. Despite this, it provides
an effective and well-established predictor of neonatal outcome. Each item is
scored from 0 to 2, and a sum-score of 7 or more indicates good prognosis.
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In many applications of clinimetrics, as with Apgar scores, the primary aim is to
develop a diagnostic tool, or a prognostic or predictive index. In those settings causal
items are particularly frequent because they will be powerful predictors. Of course, the
development of these predictive indexes is likely to be fundamentally different from
developing a QoL instrument because an external criterion variable — the outcome
being predicted — is available for patients who have been followed up. Thus statistical
methods usually centre on regression or similar techniques.

When a single attribute (latent variable) is being assessed using multiple items, the
investigators will often have a model for the structural relationships in mind. Thus
psychometricians usually think in terms of how the latent variable manifests itself in
terms of the observed variables. This leads to the use of factor analysis and other tech-
niques for the extraction of scores. On the other hand, the summary indexes that clini-
cians often seek to encapsulate the values from a number of measured attributes may
sometimes be completely arbitrary, and are defined rather than modelled. Sometimes
various target criteria are employed when developing an index, such as its prognostic or
predictive ability for some future outcome such as length of subsequent survival or cure.

When measuring QoL, one might define a hypothetical construct for the latent vari-
able ‘overall QoL’. Using a psychometric model, one would seek indicators that are
postulated to reflect overall QoL, and would then collect experimental data to explore
and test the model, and to determine whether the variables fit the model. Using a clini-
metric approach, one could identify those items that patients regard important for good
QoL (that is, causal items affecting QoL), and use these to define a summary index.
Whereas the psychometric approach emphasises constructing, validating and testing
models, the clinimetric approach usually involves defining and developing an index
that is ‘clinically sensible’ and has desirable properties for prognosis or prediction.

The distinction between clinimetric indexes and psychometric scales has
far-reaching implications for the assessment of reliability and validity. Fayers and Hand
(2002) show that it is also closely related to the distinction between causal indicators
and reflective indicators, and these concepts explain and justify most of the supposed
differences between psychometric scales and clinimetric indexes. The greater part of
psychometric theory presumes that all of the items in a scale are reflective indicators.
Clinimetric indexes behave differently from psychometric scales principally because
they can contain both formative indicators and reflective indicators.

2.9 Sufficient causes, necessary causes and scoring items

In epidemiology, the concepts of causal variables have been highly developed.
Thus in 1976 Rothman introduced the concept of necessary and sufficient causes
(Rothman, 1976). An epidemiological example is infection with Mycobacterium tuber-
culosis (TB). Nothing else can cause TB, and so bacterial infection by this mycobacte-
rium is a necessary condition. It is also a sufficient cause for TB because no additional
factors are needed; this mycobacterium on its own is sufficient to cause TB. Although
necessary causes are only infrequently applicable to scale development, the presence
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of sufficient causes can be of considerable importance. For example, symptoms are
examples of causal items that may also sometimes be sufficient causes; a single symp-
tom, such as pain, may be sufficient to cause QoL to become low. If a QoL instrument
contains a scale consisting of several symptoms, a high level of symptomatology for
one symptom may be sufficient to impair QoL, irrespective of the values of the other
symptoms.

This concept of causal indicators often being sufficient causes has a number of
implications for scale development. The latent variable, QoL, is not equally reflected
by all the component items of the scale. There are no grounds to assume that a sum-
mated scale will be applicable and, to the contrary, frequently it is unlikely that all the
items in a symptom scale will be equally important as determinants of QoL. For exam-
ple, suppose disease progression can cause severe pain in some patients, but causes
severe nutritional problems in others. A high score on either one of these symptoms
would suffice to reduce QoL, and the maximum symptom score could be a better
predictor of QoL than the mean of the two items. Thus, instead of a simple summated
scale that gives equal weight (importance) to each item, other functions, for example
maximum scores, may be more appropriate. When items represent causal variables that
are also sufficient causes, linear models such as Likert summated scales and weighted
sum-scores may be unsatisfactory predictors of QoL.

2.10 Discriminative, evaluative and predictive
instruments

Throughout the stages of scale development, validation and evaluation it is impor-
tant to consider the intended use of the measurement scale. Guyatt et al. (1993) draw
attention to the need to distinguish between discriminative, evaluative and predictive
instruments. Some scales are intended to differentiate between people who have a bet-
ter QoL and those with a worse QoL; these are discriminative scales. Other scales are
intended to measure how much QoL changes; these are evaluative scales. Scales may
also be designed to predict future outcomes for patients. If an instrument is intended
to be discriminative, it may be less important to include symptoms that are common to
all patients and unlikely to differ between the various treatment groups. For example,
fatigue is not only common for patients with thyroid disease but is also common among
patients without the disease, and hence it might be considered an unimportant item in
a purely discriminative instrument. However, fatigue is indeed an important symptom
for people with thyroid disease, and a change in fatigue over time could be a key item
for evaluating effects of therapy.

In general, an instrument that is primarily intended to be evaluative or predictive
should be responsive to within-patient changes over time. However, if an instrument
is intended to be mainly discriminative, patient-to-patient differences are more impor-
tant than responsiveness. A discriminative instrument should yield consistent meas-
urements when applied repeatedly to a patient whose condition is stable and has not
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changed; that is, it should provide repeatable, reproducible results. In particular, it
should possess high rest—retest reliability. It should in addition be sensitive to between-
patient differences.

Sensitivity, responsiveness and repeatability are important to all instruments (Chap-
ter 4), but when the instrument is intended for specific applications one or the other
property may receive greater priority or, alternatively, different standards may be set
for acceptability of the instrument. Thus the emphasis will vary according to the pri-
mary objectives in developing the instrument.

2.11 Measuring quality of life: reflective, causal and
composite indicators?

QoL instruments commonly contain both reflective and causal indicators. Whereas the
level of QoL is reflected in the values of reflective indicators, it is affected by causal
items. However, psychometric methods, which have formed the basis for development
and validation for the majority of QoL instruments, are founded upon the assumption
that all of the items are reflective indicators. The concept of causal indicators explains
many of the differences between psychometric and clinimetric methods, and why psy-
chometric methods are less appropriate in the context of these variables and why the
clinimetric approach is often preferable.

Fayers and Hand (2002) and Fayers (2004) demonstrate that the distinction between
causal and reflective indicators affects all stages of instrument development, from
selection of items through validation to scoring and hence analysis. Thus, for example,
when selecting items for an instrument, the psychometric approach leads to items that
are multiple (parallel) reflective indicators for each scale, while for causal indicators
such as symptoms and for other items that are formative indicators the most important
considerations are content validity and breadth of coverage.

Essentially, QoL instruments serve two very different functions, and should be
designed accordingly. On the one hand, they serve to alert the clinician about problems
concerning symptoms and side effects, and help in the management of patients. For
this purpose, the clinician will often want the results of each symptom reported sepa-
rately. Where multi-item symptom scales are needed, they are often best constructed
on clinimetric principles. However, sometimes scale scores have been formed simply
by summing disparate symptoms and other physical aspects, even when these cannot
form a coherent clinical scale indicating the level of QoL. Such scores may, however,
provide a health-related measure of total symptom burden.

On the other hand, many QoL instruments are intended to assess overall QoL
as well as its aspects. For this, reflective indicators may be the most effective, and
they should be chosen and validated using psychometric techniques. These reflective
indicators might be expressions of patients’ perception of their QoL, or how aspects
of their QoL status are impaired or reduced. That is, the indicators should reflect the
effects of impairment rather than being items that cause impairment.
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It might be thought, therefore, that QoL is best assessed by forming scales consist-
ing solely of reflective indicators. However, this is tantamount to arguing that if, for
example, a patient who suffers many symptoms can cope with their problems and nei-
ther reports nor shows visible outward signs of suffering, then their QoL is fine. This
clearly raises philosophical issues regarding perceptions and meaning of ‘good QoL’.
Thus most investigators intuitively feel the need to include information about symp-
toms and functional problems in any assessment of QoL. Equally, clinicians would
generally try to relieve symptoms even though patients might claim that they can cope
with their problems or disabilities.

An alternative approach to the assessment of overall QoL is simply to ask the patient,
and many instruments do contain a global question such as ‘How would you rate your
overall quality of life during the past week?” Gill and Feinstein (1994) advocate that
all instruments should contain such questions.

2.12 Further reading

Much of the work on formative models and causal/composite items has been in fields
outside of healthcare, with burgeoning interest in management, business, consumer
and marketing research. In 2008, the Journal of Business Research dedicated a whole
issue to formative indicators (Diamantopoulos, 2008). Other useful papers are Colt-
man et al. (2008), and Diamantopoulos and Siguaw (2006), both reviewing differences
between reflective and formative models; Turner et al. (2009a) considers implications
on scoring of scales, while Lee and Cadogan (2013) observe that for formative variables
to have utility in theoretical models, the loadings of the formative indicators should be
specified as part of the construct definition prior to any analysis. Edwards and Bagozzi
(2000) were early enthusiasts of formative models, although more recently Edwards
(2011) comments “The shortcomings of formative measurement lead to the inexorable
conclusion that formative measurement models should be abandoned”, and suggests
alternative ways of constructing measurement models.

2.13 Conclusions

The distinction between causal, composite and reflective indicators, although rarely
recognised, carries far-reaching implications regarding the methods of scale construc-
tion and validation, as does the distinction between psychometric and clinimetric meth-
ods. The majority of QoL instruments contain a mixture of causal and reflective items.

Most instruments also contain both single- and multi-item scales, and the majority
of the modern QoL instruments include at least one global question assessing overall
reported QoL.

The following chapters explore the ways in which such instruments may be vali-
dated and examined for evidence of reliability and sensitivity.



Developing a questionnaire

Summary

Chapter 1 explained some of the basic principles of assessing patient-reported outcomes
and QoL, together with examples of existing instruments. Chapter 2 discussed the prin-
ciples of single- and multi-item scales. We now provide an overview of the principles
that are involved in the initial stages of developing a questionnaire. This chapter focuses
in particular on the early and crucial qualitative aspects of questionnaire design.

3.1 Introduction

The development of a new QoL instrument requires a considerable amount of painstak-
ingly detailed work, demanding patience, time and resources. Some evidence of this
can be seen from the series of publications that are associated with such instruments
as the SF-36, the FACT-G and the EORTC QLQ-C30. These and similar instruments
have initial publications detailing aspects of their general design issues, followed by
reports of numerous validation and field-testing studies.

Many aspects of psychometric validation are described in the chapters that follow.
These depend on collecting and analysing data from samples of patients or others.
However, the statistical and psychometric techniques can only confirm that a scale is
valid in so far as it performs in the manner that is expected. These quantitative tech-
niques rely upon the assumption that the items and their scales in a questionnaire have
been carefully and sensibly designed in the first place, by the rigorous application of
formal qualitative methods.

Thus the scale development process should follow a specific sequence of stages, and
details of the methods and the results of each stage should be documented thoroughly.
Reference to this documentation will, in due course, provide much of the justification
for claiming content validity. It will also provide the foundation for the hypothetical
models concerning the relationships between the items on the questionnaire and the
postulated domains of QoL and other PROs, and this construct validity can then be
explored using quantitative methods.

Quality of Life: The Assessment, Analysis and Reporting of Patient-Reported Outcomes, Third Edition.
Peter M. Fayers and David Machin.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.



58 DEVELOPING A QUESTIONNAIRE

The importance of the initial qualitative stages cannot be overemphasised. If an impor-
tant PRO has been overlooked and therefore omitted from the instrument, later quantita-
tive validation will be unable to detect this. Thus, no amount of subsequent quantitative
validation can compensate for a poorly designed questionnaire; unfortunately, many forms
of so-called validation will leave the investigator completely unaware that the foundations
are unsound. Conversely, if the initial development has been carried out with full rigour,
the subsequent validation stages will serve to collect evidence in support of the instrument,
and will enable fine-tuning of the final product; it is rare to see major changes needed to an
instrument that has been designed using careful application of qualitative methods.

3.2 General issues

Before embarking on developing a questionnaire, the research questions should have
been formulated clearly. In the case of QoL, this will include specification of the objec-
tives in measuring QoL, a working definition of what is meant by ‘quality of life’, the
identification of the intended groups of respondents, and proposals as to the aspects or
main dimensions of QoL that are to be assessed. When the focus is on specific PROs,
such as fatigue or depression, similar levels of detail should be specified. Examples of
objectives are whether the instrument is intended for comparison of treatment groups
in clinical trials (a discriminative instrument), or for individual patient evaluation and
management. Possible definitions of QoL might place greater or lesser importance
upon symptoms, psychological, spiritual or other aspects. According to the specific
definition of the target respondents, there may be particular emphasis upon disease-
and treatment-related issues. All these considerations will affect decisions about the
dimensions of QoL to be assessed, the number of questions, feasible length of the
questionnaire and the scope and content of the questions.

When an instrument is intended for use in clinical trials, there is a choice between
aiming at a general assessment of health-related QoL that is applicable to a wide range
of patients, or a detailed evaluation of treatment- or disease-specific PROs. The for-
mer has the advantage of providing results that can be contrasted across patients from
trials in completely different disease groups. This can be important when determin-
ing healthcare priorities and allocation of funding. The SF-36 is an example of such
an instrument. However, disease-specific instruments can provide information that
focuses upon the issues considered to be of particular importance to the patient groups
under investigation. Treatment-specific instruments will clearly be the most sensitive
ones for detecting differences between the treatment groups.

3.3 Defining the target population

Before considering the issues to be addressed by the instrument, it is essential to
establish the specification of the target population. What is the range of diseases to
be investigated, and are the symptomatology and QoL issues the same for all disease
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subgroups? What is the range of treatments for which the questionnaire should be
applicable? For example, in cancer there can be a wide range of completely differ-
ent treatment modalities, from hormonal treatment to surgery. Even within a class of
treatments, there may be considerable variability; the drugs used in cancer chemo-
therapy include many with completely different characteristics and toxic side effects.
A QoL instrument that will be used for more than the immediate study should ensure
that it is appropriate for the full range of intended treatments. Similarly, patient char-
acteristics should be considered. For example, what is the age range of the patients,
and might it include young children who have very different priorities and may also
require help in completing the questionnaire? Will the target group include very ill
patients, who may have high levels of symptomatology and who may find it difficult
or even distressing to answer some questions? Might a high proportion of patients
be relatively healthy, with few symptoms? If so, will the questions be sufficiently
sensitive to discriminate between patients who report ‘no problems’ in response to
most items?

The detailed specification of the intended patient population and their target disease
states is second in importance only to the specification of the scientific question and
the definition of QoL or of the PROs that are to be investigated. All of these aspects
should be carefully specified and recorded.

3.4 Phases of development

Adapting the structure used in The EORTC Guidelines for Developing Questionnaire
Modules (Johnson et al., 2011), we recognise four phases of development.

Phase 1: Generation of QoL issues

This phase is aimed at compiling an exhaustive list of relevant QoL issues that cover
the domain(s) of interest. In the process of compiling this list, three sources are used:
(i) literature (including existing questionnaires); (ii) patients with the relevant con-
dition and all relevant stages of disease and treatment; (iii) healthcare professionals
(such as physicians, nurses, psychologists, dieticians) with clinical expertise in the
area of the questionnaire.

Phase 2: Construction of the item Llist

The list of QoL issues from Phase 1 is converted into questions with suitable format
and time frame. During this phase a model of the hypothetical constructs will emerge,
and the forming of multi-item scales should be anticipated by including, where perti-
nent, several similar or related items either to broaden the scope of the construct or to
increase it precision or reliability.
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Phase 3: Pre-testing

The aim of pre-testing the questionnaire is to identify and solve potential problems in
its administration (e.g. the phrasing of questions or the sequence of questions) and to
identify missing or redundant issues. Furthermore, Phase 3 may also be used to gather
initial insights into the scale structure and the scoring of multi-item scales. Pre-testing
is also relevant if previously developed items are used in a new setting, because:

1. the meaning of questions can be affected by the context of the neighbouring questions;

2. items may require adaptation when used in different languages and cultural set-
tings than those of the initial development;

3. questions developed originally for a particular target group may perform differ-
ently when applied in a new setting;

4. the scale structure and the scoring of multi-item scales should be explored.
Pre-testing consists of:

* administering the questionnaire to new patients belonging to the target popula-
tion, to obtain a response score for each item, together with rating of relevance and
importance; and

* conducting structured interviews with each patient after completion of the question-
naire to ensure completeness and acceptability of the items in the list.

The pre-testing may also include so-called cognitive interviewing to investigate the
patients’ understanding of the items in more detail (Section 3.13).

By the end of this Phase 3 there should be a near-final provisional instrument, with
the aim of using Phase 4 to confirm the validity of the postulated constructs and scaling.

Phase 4: Field-testing

The questionnaire and its scale structure should be field-tested in a large, international
group of patients in order to determine its acceptability, reliability, validity, responsive-
ness and cross-cultural applicability.

It is necessary to field test the questionnaire because:

1. the sample size needed to carry out the requisite psychometric evaluation is sub-
stantially larger than that used typically in Phase 3;

2. completion of the questionnaire in Phase 3 is typically done in the presence of a
researcher and the instrument may perform differently when completed without
such supervision;

3. items may require adaptation when used in different languages and cultural set-
tings than those of the initial development (that is in Phases 1 and 3).
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Field-testing consists of:

* administering the instrument to patients belonging to the target population, but who
were not involved in Phases 1 or 3; and

* completion of a debriefing questionnaire by each patient after completion of the
instrument.

It is anticipated that Phase 4 will lead to few minor modifications of the instrument
and its scoring. At this stage, any changes of substance would raise the question of
whether there is a need for further validation studies, to confirm the validity following
the proposed changes.

Work in each of the four phases will be elaborated in following sections of this
chapter.

3.5 Phase 1: Generation of issues

The first phase of developing a QoL instrument is to generate an exhaustive list of all QoL
issues and PROs that are relevant to the domains of interest, using literature searches,
interviews with healthcare workers and discussions with patients. It is essential to have
exhaustive coverage of all symptoms that the patients rate as being severe or important.
After identifying all of the relevant issues, items can be generated to reflect these issues.

Some issues, such as anxiety, are often assessed using several items in order to
increase the reliability of the measurement. Therefore, at the next stage (Phase 2) the
developer will need to decide whether to cover each issue selected for inclusion in the
questionnaire with one or more items.

Literature search

The initial stage in item generation usually involves literature searches of relevant
journals and bibliographic databases, to ensure that all issues previously thought to be
relevant are included. Any existing instruments that address the same or related areas
of QoL assessment should be identified and reviewed. From these sources, a list of
potential QoL issues for inclusion in the questionnaire can be identified.

Example from the literature

Testicular cancer (TC) is the most common type of cancer in men aged 15-45
years, and its incidence is increasing. There is a high survival rate, and so pre-
serving QoL and minimising adverse effects of cancer therapy are major issues.
Holzner et al. (2013) describe the development of a TC-specific questionnaire,
designed to complement the EORTC QLQ-C30.




62 DEVELOPING A QUESTIONNAIRE

An extensive literature search was conducted to establish an initial list
of QoL issues potentially relevant to TC patients. This list was evaluated in
semi-structured interviews with experts in the field and with patients to
clarify whether further issues should be included. The literature search in the
databases MEDLINE and PsychINFO covered the years 1996-2006. The authors
present the details of their searching strategy.

The literature search revealed 37 articles and 26 questionnaires providing
QoL issues relevant to TC patients. Following this literature search and expert
discussion, an initial list of 20 QoL areas containing 69 issues of potential
relevance to TC patients was assembled. This list was edited to remove overlap
and redundancy and was assessed in semi-structured interviews with TC experts
from nine countries.

Based on this selection procedure, the number of QoL issues on the list was
reduced to 37.

Specialist interviews

The list generated by the initial search should be reviewed by a number of healthcare
workers who are experienced in treating or managing patients from the disease area in
question. This will usually include physicians and nurses, and may well also involve
psychiatrists and social workers.

Example from the literature

Holzner et al. (2013) collected expert ratings on relevance, priority and breadth
of coverage from 28 experts (11 urologists, six radiation oncologists, three
psychologists, two medical oncologists, two physicians, two junior physi-
cians, a nurse and an urologist in training). They were working at centres in
Austria (10), the Netherlands (7), Italy (7), Canada (3) and England (1). Their
average professional experience was 11.9 years. Items were rated separately for
patients receiving treatment and for patients after treatment.

Twenty-six of the 37 items met all inclusion criteria relating to priority, relevance
and breadth of coverage. The remaining 11 items failed to meet one criterion,
mainly patient-rated relevance. The authors describe revisions made to eight items.

They should address issues of content validity: are the issues that are currently pro-
posed relevant, or should some be deleted? If they are recommended for deletion,
why? Some possible reasons for deletion of an issue may be because (i) it overlaps
closely with other issues that are included, possibly by being too broad in scope; (ii) it
is irrelevant to the target group of patients; (iii) it lacks importance to QoL evaluation;
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and (iv) it concerns extremely rare conditions and affects only a small minority of
patients. Care should be taken to ensure that issues are not deleted at this stage simply
because of any fixed opinions of the development team, or simply because the ‘special-
ists’ are unaware of the occurrence of particular symptoms or problems.

Of equal importance is that the questionnaire should be comprehensive. What other
issues should be added to the list? If new issues are proposed, details of the reasons
should be recorded for subsequent justification in reports or publications.

Following this stage, a revised list of issues will have been generated.

Patient interviews

The revised list of issues should be reviewed by a group of patients who are representa-
tive of those in the intended target population. For example, the group should contain
patients of different ages and with a range of disease severities. Their brief will be
similar to that of the healthcare specialists: to recommend candidate items for deletion,
and to identify omissions.

Example from the literature

Holzner et al. (2013) also asked a patient group that included 62 TC patients from
three countries to evaluate the items. Comments by patients were very rare and
neither had a substantial impact on item wording nor on generating new items.

3.6 Qualitative methods

We have outlined an interview process, and a similar approach is also described in
Section 3.12 about pre-testing the questionnaire. An alternative is to use focus groups,
either as well as or instead of individual interviews. Considerable research has been
carried out into these qualitative methods. We can only briefly cover a few points here,
and recommend further reading for example as cited at the end of this chapter. The
methods detailed below are largely, but not exclusively, adapted from the approach
described by Johnson et al. (2011).

Interviews

Interviews can be structured or unstructured. A structured interview uses pre-specified
questions, and frequently the answers are also pre-specified as a set of valid response
options. Thus in its most extreme form a structured interview can be viewed as an
interviewer-administered questionnaire. At the opposite extreme, a completely
unstructured interview may be almost unscripted and resemble a conversation. Not
surprisingly, semi-structured interviews are generally agreed to be the most effective.
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These will use open-ended questions that accept a free-text answer, such as “What do
you think are the most important issues affecting patients with ...?" The responses are
normally audio-taped, to allow objective analyses to be made later and to allow the
interviewer to concentrate on the interview itself rather than the note-taking.

Semi-structured interviews are built around a number of key questions that have
been carefully planned, composed and scripted in advance. If the interviewer consid-
ers any opinions unclear or worthy of expansion, additional probing should be used.
For example, after the general question mentioned above — “What do you think are
the most important issues ...?7" — some natural probes might concern how and why the
mentioned issues affect the respondent, and the interviewer might attempt to solicit an
importance or impact rating. The most obvious of these probes should have been pre-
planned and a suitable phrasing pre-scripted whenever possible, although the actual
wording, ordering and choice of questions will vary according to the issues raised and
the direction of responses that the interviewee makes. As the probing becomes deeper,
so the less scripted the questions will inevitably become.

Interviewing is a skill, and there are many books and courses on this topic. The inter-
viewer should be sympathetic and encouraging, be sensitive to the respondent’s verbal
and non-verbal communication, and must probe without leading the respondent or influ-
encing their choice of response. Open questions should be used throughout: ‘How does it
affect you?’, “‘Why do you feel that way?’, “What is most important to you?’ and “When
does this happen?’ are all examples of open questions that avoid implying particular
responses. In contrast, a question such as ‘Does xxx affect you?’ (yes/no) is a deprecated
closed question with restricted response options and with possible bias if it influences
some respondents to think that ‘xxx’ is particularly likely to be affecting them.

Appropriate methods for developing conceptual issues and frameworks for qualita-
tive interview research, developing the interview discussion guide, reaching saturation,
analysis of data and developing a theoretical model are available (Brod et al., 2009).

When there is a provisional list of issues from patient interviews and the litera-
ture review, this list should be administered to a limited number of patients (usually
not more than 10 in total), followed by a debriefing interview to determine what the
various issues mean to the patients, the extent to which patients have experienced the
problems, limitations or positive experiences during the period of their disease and to
check for any significant omissions.

Focus groups

A focus group is formed by inviting a number of respondents to meet and discuss the
relevant issues. The investigator or a representative acts as moderator or facilitator of
the group, and has the key responsibility of guiding the group into discussion, without
influencing the opinions being expressed. The moderator should facilitate the discussion,
encourage interaction and ensure that all members of the group have an opportunity
to voice their views. The discussions should be electronically recorded for subsequent
analysis, and it can be helpful to have either a video-recording or an independent person
keeping records of who speaks when, and non-verbal reactions and interaction.
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Some facilitators prefer to have a single focus group comprising a wide range of
respondents; others find it easier and more productive to have a number of focus groups,
with each group containing similar individuals who are more likely to understand each
other and reach consensus about the issues that affect their specific condition.

It remains controversial whether focus groups offer advantages over individual
interview approaches. In both cases the communication skills and open-mindedness of
the facilitator/interviewer remain paramount. It is essential that the respondents care-
fully consider the relevant issues and are encouraged to voice all their opinions — but
they should in no way be influenced by the prejudices of the investigators. Compared
to individual interviews, focus groups tend to reach less extreme conclusions and the
results will usually be less polarised. Individual interviews allow greater expression by
idiosyncratic individuals and deviant cases. Resources permitting, there can be advan-
tages in using a combination of both focus groups and interviews.

Example from the literature

McEwan et al. (2004) used focus groups to explore the issues concerning ado-
lescents with epilepsy. Six focus groups were conducted, with between two and
five participants in each. Participants were stratified into focus groups according
to age (12-13, 14-15 and 16+ years) to enable the exploration of changes in
factors related to QoL at different age points. Groups lasted two hours with a
half-hour refreshment break. Groups were audiotaped for verbatim transcription.

Confidentiality and housekeeping issues were addressed at the beginning of
the first sessions, and participants were informed that they could write down any
issues that they felt were too personal to discuss. Each focus group discussion was
divided into three main parts. First, an icebreaker in which everybody introduced
themselves and described their hobbies and interests. Participants were then asked
to identify the places and people important in their daily lives, which led natu-
rally into discussion about the impact of epilepsy. Identified items were recorded
on a flipchart for continued reference during the group. The remainder of this
part involved unstructured discussion about the topics, in which adolescents were
encouraged to generate issues of most relevance to them. The moderator’s role was
to encourage the flow and elaboration of discussion using reflective statements
and questions and to check the relevance of items for the whole group.

During the second part of the session, two picture sheets were distributed,
reflecting some of the issues identified in previous literature. This was designed
to promote discussion, should participants have had difficulty generating spon-
taneous conversation. This also provided an opportunity for testing out the
relevance of previously determined items.

Finally, towards the end of the session, participants were given the opportu-
nity to write down more sensitive issues. At this point, participants were also
asked to record the three main ways in which epilepsy affected their daily lives.
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Sample selection

The patients chosen, either for interview or as members of a focus group, should rep-
resent full coverage of the target population. If an instrument will target the young
and the elderly, or those with mild illness and those who are severely ill, then all these
groups must be represented. When developing an instrument for use internationally or
in a heterogeneous society, patients from the various cultural groups should be repre-
sented. A balance must be struck between including extreme cases and emphasising
the maximum variability in the sample, as opposed to balancing the representation
of the major criterion groups — such as age groups, males and females, and disease
groups. Thus the sample selected should represent the range and diversity of the peo-
ple for whom the instrument will be applicable. This is usually a purposively selected
sample in which breadth of coverage, as opposed to proportional representation, is
emphasised; a sample based on statistically accurate proportions representing the num-
ber of people from the total population in the various subgroups would be much larger.

3.7 Sample sizes

It is always difficult to prescribe a sample size for qualitative studies. Focus groups are
commonly between three to a dozen individuals (plus the moderator and perhaps a person
to take notes), with five to seven being found most effective when studying complex issues.
A balance must be struck between keeping the group manageably small while recruiting
individuals to represent all the relevant age/gender/cultural/disease/treatment perspectives.

Similarly, six to eight patients are commonly found to be sufficient when explor-
ing issues for which there is a reasonable degree of concordance. Larger numbers
are clearly required if the QoL experiences vary substantially from individual to indi-
vidual, or if there might be important differences between particular subgroups of
patients. Qualitative data are usually analysed at intervals during the data collection,
and while new issues continue to emerge more respondents are recruited. When it is
apparent that no new themes are being discovered, the study is described as having
reached data saturation and may be terminated.

Example from the literature

The EORTC Guidelines for Developing Questionnaire Modules recommend that
5-10 patients should be interviewed from each different treatment group or
disease stage, with similar numbers of patients recruited from each partici-
pating country (Johnson et al., 2011). The age and gender distribution of
recruited patients should reflect that of the target population. Interviews
should continue until no new issues arise. A minimum of 20 patients should be
interviewed; usually no more than 30 are required.
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Johnson et al. suggest that having developed a provisional list of issues
from patient interviews and the literature review, this list is administered to
a limited number of patients (usually not more than 10 in total), followed
by a debriefing interview to determine what the various issues mean to the
patient, the extent to which patients have experienced the problems, limi-
tations, or positive experiences during the period of their disease and to
check for any significant omissions. The provisional list of issues and the core
instrument should be presented to healthcare professionals, for feedback on
appropriateness of content and breadth of coverage. At least five health pro-
fessional should be included; it is usually unnecessary to recruit more than
20 individuals, drawn from all countries represented. The healthcare profession-
als may be of any relevant discipline and should have experience with treating
patients belonging to the target population.

These recommendations have been applied successfully by the EORTC Group
when developing a number of disease- and dimension-specific modules to
accompany the QLQ-C30.

Example from the literature

Johnson et al. (2010) report the development of a questionnaire for elderly
patients with cancer, intended as another supplementary module for use with
the QLQ-C30. Patients were recruited for qualitative data collection (generation
of additional issues) until no new issues were emerging. The authors antici-
pated at least 30 patients in each age group would be required. Recruitment
was stopped when the researchers were satisfied that data saturation had been
achieved. This occurred when at least 40 patients had been recruited in each
age group.

Saturation

In instrument development, saturation refers to the point in the data collection process
when no new concept-relevant information is being elicited from individual interviews
or focus groups. There is no fixed rule on either the sample size or the number of
iterations needed to reach saturation. Francis et al. (2010) suggest that if there are
two or three main stratification factors, one simple algorithm is to specify at least
10 interviews will be conducted, with a subsequent stopping rule of saturation achieved
when three further interviews have been conducted with no new themes emerging.
Thus under this scheme the stopping criterion would be tested for interviews 11, 12,
13; then interviews 12, 13, 14; and so on, until three consecutive interviews provide no
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additional information. Saturation can be evaluated and documented through a satura-
tion table structured to show the elicitation of information by successive focus group
or interview (individual or by set), organised by concept code. For practical purposes
of budgeting projects, it is not uncommon to set a sample size of 20-30 interviews,
even though saturation may occur earlier in the interview process. Saturation is then
documented for where it occurs in the process, often during the interviewing process
or sometimes at the end of all interviews.

Brod et al. (2009) propose that preliminary judgements regarding reaching satura-
tion can be made by the construction of a ‘saturation grid’ in which major domains
(topics or themes) are listed along the vertical, and each group/interview is listed along
the horizontal. This preliminary saturation grid can be constructed as the interviews
proceed to help assist in the determination that saturation is likely to have (or not) been
reached and make a determination as to whether additional groups will be necessary.
Saturation is reached when the grid column for the current group is empty, suggesting
that no new themes or concepts have emerged.

Experience suggests that a saturation grid based on field notes is highly correlated
with the feeling of ‘I have heard all this before.” A rule-of-thumb, when combining
both individual and focus group interviews, is that approximately three to four focus
groups, in combination with four to six individual interviews, are generally suffi-
cient to reach saturation whereby no new information is gained by further interviews.
However, heterogeneity of sample, data quality, diffuse or vague areas of enquiry
and facilitator skills will influence the exact number of interviews required to reach
saturation.

3.8 Phase 2: Developing items

The next phase of development is to translate the nominated issues into questions. A
decision must be made regarding the format of these questions. Most of the individual
questions to be found on QoL questionnaires either take responses in binary format,
such as yes/no, or are ordinal in nature. Ordinal scales are those in which the patients
rank themselves between ‘low’ and ‘high’, ‘not at all’ and ‘very much’, or some simi-
lar range of grading. The example instruments in the Appendix illustrate a variety of
formats for ordinal scales.

Ordered categorical or Likert summated scales

The most common ordinal scale is the labelled categorical scale or verbal rating scale
(VRS). For example, the EORTC QLQ-C30 items have four-point labelled categories
of ‘Not at all’, ‘A little’, ‘Quite a bit” and ‘Very much’. These labels have been chosen
by defining the two extremes, and then devising two intermediate labels with the inten-
tion of obtaining a very roughly even spread. However, there is little evidence that the
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difference between, say, categories ‘Not at all’ and ‘A little’ is emotionally, psycho-
physically or in any other sense equal to the difference between ‘A little’ and ‘Quite a
bit’ or between ‘Quite a bit’ and ‘Very much’. Thus there are no grounds for claiming
that these ordinal scales have the property of being interval scales.

Labelled categorical scales usually have four or five categories, although six or
even seven are sometimes used. Fewer than four categories are usually regarded as
too few, while studies have shown that many respondents cannot reliably and repeat-
edly discriminate between categories if there are more than six or seven. There are
divided opinions about the advantages or disadvantages of having an odd number
of categories for a symmetrical scale. For example, question 11 of the SF-36 ranges
from ‘Definitely true’ to ‘Definitely false’, leading to a middle category of ‘Don’t
know’. Some investigators argue that it is better to have an even number of categories
so that there is no central ‘Don’t know’ or neutral response and respondents must
make a choice.

A scale with more than five categories may be presented with only the two endpoints
labelled; this is known as a numerical rating scale (NRS). For example, question 30
on the EORTC QLQ-C30, ‘How would you rate your overall quality of life during
the past week?’, takes responses 1-7, with only the two ends labelled: ‘Very poor’ to
‘Excellent’. Although it may seem more likely that this could be an interval scale, there
is little scientific evidence to support the intervals between successive score points as
being equal. The NRS format is commonly used for assessing symptoms, frequently
with 11-point scales from 0 to 10 in which O represents absence of the symptom and 10
indicates the worst possible severity of the symptom. The Edmonton Symptom Assess-
ment Scale (ESAS) is a PRO instrument for use in palliative care that uses NRS-11 for
pain, tiredness, nausea, depression, anxiety, drowsiness, appetite, well-being, short-
ness of breath and other problems (Bruera et al., 1991).

Ordered categorical scales, when scored in steps of one, are commonly called Lik-
ert summated scales. Despite the on-going arguments about the lack of equal-interval
properties, these scales have consistently shown themselves to provide useful sum-
maries that appear to be meaningful, even when averaged across groups of patients.

Visual analogue scales

Visual analogue scales (VAS) consist of lines, usually horizontal and 10 cm long, the
ends of which are marked with the extreme states of the item being measured. Patients
are asked to mark the line at a point that represents their position between these two
extremes. The responses are coded by measuring their distance from the left-hand end
of the line. These scales have been used in the assessment of PROs for many years.
Although some patients may take some time to get used to them, most find them easy
to complete.

VAS are generally thought to have equal-interval properties, although this is not
necessarily true. In particular, McCormack et al. (1988), reviewing the distribution
of responses to VAS questions, suggest that many respondents cluster their answers
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as high, middle or low. For analyses of the readings, some investigators use the read-
ing in millimetres of the distance along the scale, resulting in readings between 0
and 100.

VAS can take many forms. An example of an instrument with a scale that is similar
to a VAS is the EQ-5D (Appendix E4), which contains a ‘thermometer’ scale. It is
vertical, graduated with 100 tick marks and labelled at every tenth.

It has been claimed that the VAS is more sensitive and easier for patients to com-
plete than ordered categorical scales, although this has been disputed in some reviews
(McCormack et al., 1988). However, VAS are used less frequently in QoL instruments
than ordered categorical scales, possibly because they take greater space on the page
and demand more resources for measuring the responses. It will be interesting to see
whether VAS methods become more widely used now that interactive computer data-
capture methods are available.

Example from the literature

Selby et al. (1984) describe an instrument containing VAS for assessing QoL in
cancer patients. They called the scales linear analogue self-assessment (LASA)
scales. These included a ‘Uniscale” assessing overall QoL, and 30 scales for indi-
vidual items. Each scale was 10 cm long. Three items are shown in Figure 3.1.

PLEASE SCORE HOW YOU FEEL EACH OF THESE ASPECTS OF YOUR LIFE WAS
AFFECTED BY THE STATE OF YOUR HEALTH DURING TODAY (24H)

Nausea

extremely severe

nausea no nausea
Physical activity

completely unable normal physical

to move my body activity for me
Depression

extremely not depressed

depressed at all

Figure 3.1 The Linear Analogue Self Assessment scale (LASA) is an example of a visual
analogue scale.

Source: Selby et al., 1984, Figure 2. Reproduced with permission of Macmillan Publishers Ltd on behalf
of Cancer Research UK.
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Example from the literature

In the area of pain measurement, VAS, VRS and 10- or 11-step NRS are all widely
used for self-reported assessment of pain intensity. Hjermstad et al. (2011)
identified 54 studies that compared two or more methods. All studies reported
very high compliance, although a few found slightly lower compliance with VAS,
associated with older age and greater trauma or impairment. Two studies found
that VRS was preferred by the less educated or the elderly, while in a few other
studies NRS was preferred. In all studies there were high correlations between
the scales, with eleven studies preferring the NRS approach, seven the VRS,
and four the VAS. Two of the statistical modelling papers suggested that psy-
chometric properties of the VRS were better for research purposes and that the
numerical appearance of the NRS/VAS provide false impressions of being reliable
measures. It was noted that ratings were not mathematically equivalent across
the different approaches.

In conclusion, the 0-10 NRS, the (7-step) VRS and the VAS all work quite
well. The authors concluded that the most important choice is not the type of
scale per se, but the conditions related to its use, which include a standardised
choice of anchor descriptors, methods of administration, time frames, informa-
tion related to the use of scales, interpretation of cut-offs and clinical signifi-
cance, and the use of appropriate outcome measures and statistics in clinical
trials. They indicated a slight preference for NRS-11 because it makes slightly
less cognitive demand and it may also be easier for very elderly patients.

Guttman scales

A Guttman scale consists of several items of varying difficulty. An example is found
in many activities-of-daily-living (ADL) scales. These usually consist of a number
of items that represent common functions or tasks, sequenced in order of increas-
ing difficulty. Guttman scales are also sometimes called hierarchical scales, since the
questions can be ranked as a hierarchy in terms of their difficulty or challenge to the
respondents.

A Guttman scale is a rigidly hierarchical scale. If a patient can accomplish a diffi-
cult task at the upper end of the scale, they must be able to accomplish all of the easier
tasks. For the EORTC QLQ-C30, and for most other ADL and physical functioning
scales, this is clearly untrue. Although climbing stairs, for example, might be regarded
as more difficult than taking a short walk, a few patients might be able to climb stairs
yet be unable to take a walk. Thus the EORTC physical function scale is not a true
Guttman scale, because the ordering of item difficulty is not fixed and constant for
all patients. As discussed in Chapter 7, item response theory (IRT) provides a more
appropriate model. IRT assumes that items are of varying difficulty with a probability
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of positive response that varies according to each patient’s ability. That is, IRT incor-
porates a probabilistic element for responses, whereas a Guttman scale is strictly
deterministic and depends solely upon the patient’s ability. Hence, Guttman scales are
rarely used nowadays.

Example

The physical functioning scale of the EORTC QLQ-C30 contains five items of vary-
ing difficulty, shown in Figure 3.2. In versions 1.0-2.0, each item was scored
‘Yes’ or ‘No’. Originally developed with the intention of being scored as a Gutt-
man scale, it is hierarchical in concept with items ranging from ‘easy’ (eating,
dressing and washing) to ‘difficult’ (carrying heavy loads). Subsequent experi-
ence showed that the hierarchy was violated and it was therefore not scored
as a Guttman scale. In a revision of the instrument (version 3.0), the yes/no
responses were replaced with four-point ordinal scales.

No Yes
Do you have any trouble doing strenuous activities,
like carrying a heavy shopping bag or a suitcase? 1 2
Do you have any trouble taking a long walk? 1 2
Do you have any trouble taking a short walk outside 1 2
of the house?
Do you need to stay in bed or a chair during the day? 1 2
Do you need help with eating, dressing, washing
yourself or using the toilet? 1 2

Figure 3.2 Physical functioning scale of the EORTC QLQ-C30 versions 1.0 and 2.0.

3.9 Multi-item scales

Instead of using a single question or item, many scales are devised using multiple
items. There are several reasons for doing this. Greater precision may be obtained
by using several related items instead of a single item. For example, instead of ask-
ing: ‘Are you depressed?’ with, say, a five-point rating scale, it may be better to
ask a number of questions about characteristics of depression, with each of these
items being scored on a five-point scale; most depression questionnaires are devel-
oped on this basis. Another advantage of using multiple items for a concept such
as depression is that the items can be chosen to cover the full breadth of a complex
construct — providing better content validity. Multi-item scales are also frequently
developed as a means of improving the repeatability/reliability of the assessment;
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often individual characteristics or items can fluctuate more than a set of items that
form a broadly based multi-item scale.

Quite often items are also grouped simply as a convenient way of summarising a
number of closely related issues. Methods such as factor analysis can identify groups
of items that are highly correlated, and if these items are thought to be measuring a
single construct it may be logical to group them together as a multi-item scale. Finally,
a clinimetric index (such as the Apgar score, which is used to assess the health status
of newborn children) may be formed using clinical judgement to develop a cluster
of sometimes-heterogeneous items that are deemed clinically related. Some well-
developed clinimetric indexes provide useful summary scores.

The defining characteristic of multi-item scales is that the individual items are
intended to be combined in some manner, to form a summary score or index. The
most common method of combining or aggregating items is simply to sum them
(or, equivalently, to average them). This is often called summated ratings, and the
scales are also known as Likert summated scales. Alternatively, IRT can be used
(Chapter 7).

3.10 Wording of questions

Having identified the issues considered relevant and having made some decisions
regarding the format of the questions, the next stage is to convert the items into ques-
tions. It should go without saying that questions should be brief, clearly worded, easily
understood, unambiguous and easy to respond to. However, the experience of many
investigators is that seemingly simple, lucid questions may present unanticipated prob-
lems to patients. All questions should be extensively tested on patients before being
used in a large study or a clinical trial.

The book by Bradburn et al. (2004) focuses on wording and designing ques-
tionnaires. The following suggestions are merely a sample of the many points to
consider.

1. Make questions and instructions brief and simple. Il patients and the elderly,
especially, may be confused by long, complicated sentences.

2. Avoid small, unclear typefaces. Elderly patients may not have good eyesight.

3. Questions that are not applicable to some patients may result in missing or
ambiguous answers. For example, ‘Do you experience difficulty going up
stairs?’ is not applicable to someone who is confined to bed. Some patients may
leave it blank because it is not applicable, some might mark it ‘Yes’ because they
would have difficulty if they tried, and others might mark it ‘No’ because they
never need to try and therefore experience no difficulty. The responses cannot be
interpreted.
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4. If potentially embarrassing or offending questions are necessary, consider put-
ting them at the end of the instrument or making them optional. For example,
the FACT-G has a question about satisfaction with sex life, but precedes this
with ‘If you prefer not to answer it, please check this box and go to the next
section.’

5. ‘Don’t use no double negatives.” For example, a question such as ‘I don’t feel less
interest in sex (Yes/No)’ is ill advised.

6. If two or more questions are similar in their wording, use underlining, bold or ital-
ics to draw patients’ attention to the differences. For example, questions 4 and 5
of the SF-36 are very similar apart from the underlined phrases ‘as a result of your
physical health’ and ‘as a result of any emotional problems’.

7. Use underlining and similar methods also to draw attention to key words or
phrases. For example, many of the instruments underline the time frame of the
questions, such as ‘during the past 7 days’.

8. Consider including items that are positively phrased as well as negatively phrased
items. For example, the HADS includes equal numbers of positive and nega-
tive items, such as ‘I feel tense or “wound up”” and ‘I can sit at ease and feel
relaxed.

3.11 Face and content validity of the proposed
questionnaire

The results from interviews of staff and patients, and from focus groups, will all have
been transcribed and interpreted by the investigators. Despite care, it is likely that
there will be errors of interpretation, ambiguities and omissions. It is common practice
in qualitative studies to present the conclusions to the interviewees for respondent
validation. The interviewees are invited to confirm whether their intended meaning
is captured by the instrument, and to identify discrepancies or omissions from the
resultant questionnaire. Thus, when developing questionnaires, the proposed question-
naire should be shown to patients and staff, asking them to review it for acceptability,
comprehensiveness, relevance of items, clarity of wording and ambiguity of items.
It is prudent to do this before the next stage, the pre-testing, which involves a larger
number of patients completing the questionnaire and answering structured debriefing
questions.

3.12 Phase 3: Pre-testing the questionnaire

It is essential that new QoL questionnaires be extensively tested on groups of patients
before being released for general use. This testing is best carried out in two stages.
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First, before the main field-test, a pilot or pre-test study should be conducted (the
EORTC group describe the pre-test as Phase 3 and the field-test as Phase 4). The
purpose of this initial study is to identify and solve potential problems. These might
include ambiguous or difficult phrasing of the questions and responses, or might relate
to the layout and flow of the questions.

For the pre-test, patients should first be asked to complete the provisional ques-
tionnaire and then debriefed using a pre-structured interview. The EORTC group
(Johnson et al. 2011) suggest that they could be asked about individual items, for
example: ‘Was this question difficult to respond to?’, “Was it annoying, confusing
or upsetting?’, ‘How would you have asked this question?’ and °‘Is this experi-
ence related to your disease or treatment?’ If resources do not permit an item-
by-item scrutiny, the whole instrument could be reviewed instead, for example:
‘Were there any questions that you found irrelevant?’, ‘Were there questions that
you found confusing or difficult to answer?’ and ‘Were any questions upsetting or
annoying?’

Whichever approach is used, there should be some general questions about the
whole instrument: ‘Can you think of other important issues that should be covered?’
and ‘Do you have other comments about this questionnaire?” There should also be
questions about how long the questionnaire took to complete and whether assistance
was obtained from anyone.

An important aspect of the pre-testing phase is the identification of items that have
ambiguous, difficult or poorly worded questions. These items should be rephrased.
Results of the pre-testing should also identify any potentially serious problems with
the questionnaire. Before carrying out the field study, the wording of items may need
to be changed, items deleted or additional items introduced.

Example from the literature

Johnson et al. (2010) report the Phase 3 testing of their questionnaire for
elderly (aged over 70) patients with cancer. They reported difficulty with ques-
tions about carers (family members or professional), which required clarifi-
cation for accurate translation. Issues about approaching death were clearly
important to some patients but found this issue had to be handled sensitively,
to avoid distress to patients. It was decided to keep the issue but to phrase the
item in relation to ‘approaching the end of life’, which was more acceptable to
patients.

One item ‘Have you felt that your life is meaningful?” was considered by nine
patients to be misleading or unclear and was rejected; it was thought likely that
this single item lacked an appropriate context in the older-person question-
naire, which could account for the loss of clarity for patients.
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Representative sample

The pre-testing will usually involve between 10 and 30 patients, selected as represent-
ing the range of patients in the target population. These should not be the same patients
as those who were used when identifying the issues to be addressed. If a questionnaire
is intended to be applicable to various subgroups of patients for whom the QoL issues
might vary, it is important to ensure that there is adequate representation of all these
types of patients and the sample size may have to be increased accordingly. Thus if a
QoL questionnaire is intended to address issues associated with different modalities of
treatment, it should be tested separately with patients receiving each of these forms of
therapy. For example, an instrument for cancer patients could be tested in those receiv-
ing surgery, chemotherapy or radiotherapy. It is crucial to ensure that patients receiving
each form of therapy are able to complete the questionnaire without difficulty, distress
or embarrassment, and that all patients feel the relevant issues have been covered.

Example from the literature

Johnson et al. (2010) report that the aim of their Phase 3 study was to assess
the content, acceptability and relevance of the provisional item list in a large
representative group of older cancer patients from different countries and lan-
guages. Sampling was monitored to ensure an even distribution of patients
across six tumour sites. A sampling frame was constructed to define patients
with localised or advanced disease and in three treatment stages (before, dur-
ing or after treatment). Patients receiving only palliative care were included
as a separate category. This created seven potential groups defined by disease
stage and treatment. As recommended in the EORTC Quality of Life Group Guide-
lines (Johnson et al., 2011), they aimed to recruit 15 patients to each of the
seven disease/treatment groups, creating a target of 105 patients. (A matched
group of patients aged 50-69 years was also recruited, making 210 in total.)

Sampling was monitored to ensure even distribution of patients across six
tumour sites. However, the sampling frame was revised when it became appar-
ent that recruitment to some categories was very difficult.

Missing data

Interpretation of results is difficult when there is much missing data, and it is best to
take precautions to minimise the problems. For example, questions about sexual inter-
est, ability or activity may cause problems. In some clinical trials these questions might
be regarded as of little relevance, and it may be reasonable to anticipate similar low lev-
els of sexual problems in both treatment arms. This raises the question of whether it is
advisable to exclude these potentially embarrassing items so as to avoid compromising
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patient compliance over questionnaire completion. Other strategies are to place embar-
rassing items at the end of the questionnaire, or to make their completion optional.

Example from the literature

Fayers et al. (1997b) report that in a wide range of UK MRC cancer trials,
approximately 19% of patients left blank a question about ‘(have you been
bothered by) decreased sexual interest. Females were twice as likely as males
to leave this item blank. Possible interpretations are that some patients found
the question embarrassing, or that they did not have an active sexual interest
before their illness and therefore regarded the question as not applicable. Per-
haps wording should be adapted so that lack of sexual activity before the illness
(not applicable) can be distinguished from other reasons for missing data.

3.13 Cognitive interviewing

Cognitive interviewing techniques can be seen as an extension of the pre-testing phase
based on a psychological understanding of the process people go through when answer-
ing a questionnaire item. Tourangeau (1984) and Tourangeau et al. (2000) develop a
model describing the response process consisting of four phases:

1. comprehension of the question

2. retrieval from memory of relevant information
3. decision processes

4. response processes.

Based on Tourangeau’s work, Willis (2005) developed the ‘cognitive interview-
ing’ technique. The principle is to elucidate each element in the process and to target
the interview to the potential problems that may be suspected (for example, problems
related to comprehension if the item is lengthy and complicated).

There are two main approaches to cognitive interviewing:

1. Think-aloud interviewing: the respondent is instructed to report the response pro-
cess orally by describing his or her thoughts and considerations. Ideally, the person
goes though each of the steps and reveals any doubts and uncertainties through the
process. Typically, some respondents will give excellent insights in their thought
processes, and these results can be analysed according to the four-step model.
However, the task is mentally quite demanding and not all respondents will accept
the task or will experience difficulties giving informative responses.

2. Verbal probing: After the respondent has completed the questionnaire (or just a
questionnaire item) the interviewer asks a number of probes prepared in advance.
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Unspecific and specific probes used can be used. Unspecific probes correspond to
what we mentioned as standard probes in pre-testing. An example is ‘Could you
repeat the question you were just asked with your own words?’ (Paraphrasing).
Each of the four steps in Tourangeau’s model should be addressed. Specific probes
will address potential problems suspected from a review of the items or from pre-
vious interviews.

Example from the literature

Willis (2005, pp. 8-9) describes results from nine cognitive interviews con-
cerning the item ‘How many times did you go to the dentist the past year?’
Three main problems were identified. First, it was not clear whether ‘the dentist’
included oral surgeons, dental hygienists, etc. Second, the interpretation of
‘the past year’ varied considerably, with one respondent perceiving it as the
prior calendar year and one person reporting the visits since 1 January. Finally,
respondents experienced a significant degree of uncertainty, and this raised the
question of whether the exact number of visits was necessary.
In order to address the concerns, the following solutions were considered:

1. To modify the wording of ‘the dentist’ to ‘your main dentist’ or ‘any dentist’.

2. To use ‘the past 12 months’ instead of ‘the past year.

3. Whether categorical responses, including the option ‘one to three times’ (in
contrast to those not going at all, or going very frequently), would be suf-
ficient. Such a modification would simplify the response process for many
respondents.

Such cognitive interviews may be critical to refine items and avoid ambiguity or other
difficulties in the final questionnaire. These interviews may be conducted individually
or in a focus group, and rely on intensive verbal probing of volunteer participants by a
specially trained interviewer. Cognitive testing is designed to identify otherwise unob-
servable problems with item comprehension, recall and other cognitive processes that
can be remediated through question rewording, reordering or more extensive instru-
ment revision.

Example from the literature

Fortune-Greeley et al. (2009) conducted 39 cognitive interviews to evaluate
items for measuring sexual functioning across cancer populations. The study
population reflected a range of cancer types and stages. Trained same-gender
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interviewers were used. Interviews were recorded, as were non-verbal signs
such as apprehension. The investigators reported findings about the relevance
of the items, recall period, wording changes to improve sensitivity, appropri-
ateness, clarity and item ordering.

Participants identified problems with the wording of some items that
prompted important revisions. It is instructive that participants identified
these problems despite many rounds of review by investigators and survey
methodology specialists. In brief, a few of the findings that led to modifica-
tions were as follows:

One of the original items read, “When having sex with a partner, how often
have you needed fantasies to help you stay interested?” Two participants
thought the word “needed” implied a negative judgement towards the use of
sexual fantasies. The item was reworded to read, ‘When having sex with a part-
ner, how often have you used fantasies to help you stay interested?’

Participants with low literacy had difficulty with the term distracting
thoughts in the item “How often have you lost your arousal (been turned off)
because of distracting thoughts?”

Originally, the item “Are you married or in a relationship that could involve
sexual activity?” was presented before the item “Over the past 30 days, have
you had any type of sexual activity with another person?” Five out of 20
participants thought that the question was asking about sexual activity with
someone other than their partner.

In conclusion, cognitive interviews were critical for item refinement in the
development of the PROMIS measure of sexual function.

Cognitive interviews may be used in relation to existing instruments or as an inte-
grated part of the development process, as an extension of what was described as
pre-testing.

Example from the literature

Watt et al. (2008) integrated cognitive interviews in the development of a
questionnaire for thyroid patients and interviewed 31 patients. The data from
interviews were analysed according to Tourangeau’s model. Fifty-four problems
involved comprehension, one retrieval, 23 judgement, 28 response, and 20
could not be coded in relation to the four-stage model. The interviews were
conducted in six rounds and Watt noted that the number of problems declined
from an initial average of six per interview to two, mainly due to a reduction in
the number of problems associated with comprehension.
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3.14 Translation

If a field study is to be conducted in a number of different countries, the QoL question-
naire will need to be translated into other languages. The translation process should be
carried out just as rigorously as the instrument development process, to avoid introduc-
ing either errors into the questionnaire or shifts in nuances that might affect the way
patients respond to items. The aims of the translation process should be to ensure that
all versions of the questionnaire are equally clear, precise and equivalent in all ways
to the original.

As a minimum, translation should involve a two-stage process. A native speaker
of the target language who is also fluent in the original language should first make a
forward translation. Some guidelines recommend two or more independent forward
translations followed by the development of a consensus version. Then another transla-
tor (or two) who is a native speaker of the original language should take the translated
version and make a back-translation into the original language. This second translator
must be ‘blind’ to the original questionnaire. Next, an independent person should for-
mally compare each item from this forward—backward translation against the original,
and must prepare a written report of all differences. The whole process may need to be
iterated until it is agreed that the forward—backward version corresponds precisely in
content and meaning to the original.

Following translation, a patient-based validation study has to be carried out. This
will be similar in concept to the pre-testing study that we described, and will examine
whether patients find the translated version of any item confusing, difficult to under-
stand, ambiguous, irritating or annoying.

Differential item functioning (Section 7.10) also provides a powerful tool for iden-
tifying translation problems, but this requires large datasets of, say, several hundred
patients for each translation.

Marquise et al. (2005) review translation issues in depth, and Wild ez al. (2005,
2009) make detailed recommendations for translations.

3.15 Phase 4: Field-testing

The final stage in the development of a new questionnaire is field-testing. The objec-
tive of field-testing is to determine and confirm the acceptability, validity, sensitiv-
ity, responsiveness, reliability and general applicability of the instrument to the target
group, including cultural and clinical subgroups.

The field study should involve a large heterogeneous group of patients, and this
should include patients who are representative of the full range of intended respond-
ers. We have already emphasised the need to include a wide range of patients when
determining the issues to be assessed and developing the wording of the questions.
At the field-testing stage, it becomes even more important to ensure that the sample
includes patients who are representative of the full range of the target population, and
that sample sizes are adequate to test the applicability of the instrument to all types
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of patient. For example, it may be relevant to include males and females, elderly and
young, sick and healthy, highly educated and poorly educated. Societies often include
individuals from diverse cultures and ethnic origins, and even an instrument intended
for use within a single country should be tested for applicability within the relevant
cultural, ethnic or linguistic groups. Questions that are perceived as relevant and unam-
biguous by one group may be misunderstood, misinterpreted and answered in ways
that are unexpected by the investigator. In some cases, questions that are acceptable to
the majority of people may prove embarrassing or cause distress to minority groups.

A debriefing questionnaire should be used. This will be similar in style to the ques-
tionnaire administered during the pre-test stage: ‘How long did the questionnaire take
to complete?’, ‘Did anyone help complete the questionnaire, and what was the nature of
that help?’, “Were any questions difficult to answer, confusing or upsetting?’, ‘Were all
questions relevant, and were any important issues missed?’ and ‘Any other comments?’

The analysis of the field study should make use of the techniques described in Chap-
ters 4 and 5 to examine validity, reliability, sensitivity and responsiveness. In addition,
the following basic issues should be considered.

Missing values

The extent of missing data should be determined and reported. This includes not only
missing responses in which the answers are left blank, but also invalid or uninter-
pretable responses that will have to be scored ‘missing’ for analyses of the data. For
example, a patient might mark two answers to a categorical question that permits only
a single response. If a question is unclear or ambiguous, there can be a high propor-
tion of invalid responses of this type. If the reason for missing data is known, this too
should be reported. For example, patients might indicate on the debriefing form that a
question is difficult to complete or upsetting.

In general, it is to be expected that for any one item there will always be a few (1%
or 2%) patients with missing data. This figure will obviously be reduced if there are
resources for trained staff to check each questionnaire immediately upon completion,
asking patients to fill in the omitted or unclear responses. Whenever items have miss-
ing values for more than 3—4% of patients, the questions should be re-examined. Pos-
sible reasons for missing values include:

* Problems with the wording of response options to a question. Patients may feel that
none of the categories describes their condition. Alternatively, they may be unable to
decide between two options that they feel describe their state equally well.

* Problems with the text of an individual question. Patients may find the question dif-
ficult to understand or upsetting.

* Problems specific to particular subgroups of patients. It might be found that elderly
patients have a higher-than-average proportion of missing values for questions that
they regard as less applicable to them (such as strenuous activities), or which are
cognitively demanding.
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* Problems with translation of a question or culture-related difficulties of interpreta-
tion. Items that have been developed for one cultural group may present problems
when translated or used in other groups. For example, the question ‘When eating,
can you cut food with a knife?” might be used to evaluate the strength of grip of
arthritis patients, but would be inappropriate in Chinese as the Chinese do not use
knives when eating their meal.

* Problems understanding the structure of the questionnaire. If a group of consecu-
tive missing responses occurs, it can indicate that respondents do not understand the
flow of the questions. For example, this might happen following filter questions of
the form: ‘If you have not experienced this symptom, please skip to the next section.’

* Problems with a group of related items. If responses to a group of items are miss-
ing, whether or not consecutive questions on the questionnaire, it might indicate that
some respondents regard these questions as either embarrassing or not applicable.

* Exhaustion. This can be manifested by incomplete responses towards the question-
naire’s end.

Missing forms

The proportion of missing forms (questionnaires that are not returned) should be
reported, too. Again, any information from debriefing forms or any reasons recorded
by staff should be described. A high proportion of missing forms might indicate poor
acceptability for the instrument. For example, it may be too complicated, too lengthy
and tedious to complete, or it may ask too many upsetting or irritating questions.
Patients may think the layout is unclear. The printing may be too small, or the ques-
tionnaire may have been printed with an injudicious choice of paper and ink colours.

Distribution of item responses

The range and distribution of responses to each item should be examined. This might
be done graphically, or by tabulating the responses of those questions that have few
response categories.

Ceiling effects, in which a high proportion of the total respondents grade themselves
as having the maximum score, are commonly observed when evaluating instruments,
especially if very ill patients are sampled and frequently occurring symptoms are
measured. The presence of ceiling effects (or floor effects, with an excess of minimum
values) indicates that the items or scales will have poor discrimination. Thus sensitivity
and responsiveness will be reduced.

The interpretation of ceiling effects is affected by the distinction between reflective
and formative/causal indicators (Section 2.6). For reflective indicators, the response
categories should ideally be chosen so that the full range will be used and the dis-
tribution of responses should ideally be spread across these response categories. If
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the respondents rarely or never use one of the responses to a four-category item, the
question becomes equivalent to a less sensitive one with only three categories. If all
respondents select the same response option, no differences will be detected between
the groups in a comparative study and the question becomes uninformative. An exam-
ple of such an extreme case might arise when there are questions about very severe
states or conditions, with most or even all of the respondents answering ‘none’ or ‘not
at all’ to these items. It is questionable whether it is worth retaining such items as com-
ponents of a larger summated scale, since they are unlikely to vary substantially across
patient groups and will therefore tend to reduce the sensitivity of the summated-scale
score. Thus an abundance of ceiling or floor effects in the target population could sug-
gest an item should be reviewed, and possibly even deleted.

For formative variables such as symptoms, there are different considerations. In
particular, it is important to maintain comprehensive coverage of formative items. A
symptom may be rare, but if it relates to a serious, extreme or life-threatening state it
may be crucially important to those patients who experience it. Such symptoms are
important and should not be ignored, even though they manifest floor effects. Equally,
a symptom that is very frequent may result in ceiling effects and, in an extreme case,
if all respondents report their problems as ‘very much’, the item becomes of limited
value for discriminative purposes in a clinical trial. That item may, however, still be
extremely important for descriptive or evaluative purposes, alerting clinical staff to the
extensive problems and symptoms that patients encounter.

Questionnaires often use the same standardised responses for many questions. For
example, all questions might consistently use four or five response categories ranging
from ‘not at all’ through to ‘very much’. Although this is generally a desirable approach,
it may be difficult to ensure that the same range of response options is appropriate to
all items. Ceiling effects can indicate simply that the range of the extreme categories is
inadequate. For example, possibly a four-point scale should be extended to seven points.

Item reduction

While items were being generated, there was also the possibility of deleting any that
appeared unimportant. However, the number of patients and clinicians included in the
initial studies is usually small, and the decision to delete items would be based upon
the judgement of the investigator. In the later stages of instrument development, there
is greater scope for using psychometric methods to identify redundant or inappropriate
items.

Ideally, a questionnaire should be brief, should cover all relevant issues, and should
explore in detail those issues that are considered of particular interest to the study.
Clearly, compromises must be made: first, between shortening a questionnaire that is
thought to be too lengthy, while retaining sufficient items to provide comprehensive
coverage of QoL (content validity) and, second, between maintaining this breadth of
coverage while aiming for detailed in-depth assessment of specific issues. Sometimes
the solution will be to use a broadly based questionnaire covering general issues, and
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supplement this with additional questionnaires that address specific areas of interest in
greater depth (see for example Appendixes E12 and E13). This modular approach is
also adopted by the EORTC QLQ-C30 and the FACT-G.

Chapter 5 describes several psychometric methods that may be used to indicate
whether items could be superfluous. For multi-item scales, multitrait analysis can
identify items that are very strongly correlated with other items, and are therefore
redundant because they add little information to the other items. It can also detect
items that are only weakly correlated with their scale score and are therefore either
performing poorly or making little contribution. Cronbach’s a can in addition be used
to explore the effect of removing one or more items from a multi-item scale. If the a
reliability remains unchanged after deleting an item, the item may be unnecessary.
Item response theory (Chapter 7) provides another approach for investigating the con-
tribution made by each item to the total test information. However, as the following
example illustrates, many of these methods may be inappropriate for clinimetric scales
that have formative variables, as described in Sections 2.6 and 2.8.

Example from the literature

Marx et al. (1999) report the application of clinimetric and psychometric meth-
ods in the reduction of 70 potential items to a 30-item Disabilities of Arm,
Shoulder and Hand health measurement scale. The clinimetric strategy relied
upon the ratings of patients to determine which items to include in the final
scale. Fifteen items were selected in common by both methods. The clinimet-
ric methods selected a greater number of symptoms and psychological func-
tion items. In contrast, the psychometric strategy selected a greater number of
physical-disability items, and factor analysis suggested that the items consti-
tuted a single factor.

These results can be explained in terms of formative and reflective items. The clinimet-
ric strategy favoured the inclusion of symptoms that are formative items. The psycho-
metric strategy favoured the physical-disability items because they were measuring a
single latent variable and were therefore more highly and more consistently correlated
with each other.

As well as seeking to reduce the number of items in a scale, there is also scope for
reduction at the scale level itself. Correlations between different multi-item scales can
be investigated, to check whether any are so highly correlated that it would appear they
are measuring virtually the same thing.

At all stages, face validity and clinical sensibility should be considered. The prin-
cipal role of psychometric analysis is to point at potential areas for change, but one
would be ill-advised to delete items solely on the basis of very strong or very weak
correlations.
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Example from the literature

Juniper et al. (1997) describe the development of an asthma QoL question-
naire, and demonstrate that different approaches lead to appreciably different
instruments. They show that methods based on factor analysis will lead to
exclusion of some items that are considered important by patients, and inclu-
sion of other items that are considered unimportant. Fayers et al. (1998b)
noted that the discrepancies in item selection under the two approaches -
clinimetric or psychometric - could without exception be fully explained in
terms of causal (formative) indicators and reflective indicators. Fayers et al.
also agreed that clinimetric considerations, including patients’ assessment of
item importance, should dominate the decisions concerning an item’s inclu-
sion or exclusion.

This and the previous example show that choice of model - reflective or
formative — can have a major impact on the selection of items included in
multi-item scales.

Cultural and subgroup differences

There may be subgroups of patients with particular problems. Older patients may have
different needs and concerns from younger ones, and may also interpret questions dif-
ferently. There may be major cultural differences, and a questionnaire developed in
one part of the world may be inappropriate in another. For example, respondents from
Mediterranean countries can be less willing to answer questions about sexual activity
than those from Northern Europe. Subjects from oriental cultures may respond to some
items very differently from Europeans.

The field study should be designed with a sufficiently large sample size to be able
to detect major differences in responses according to gender, age group or culture.
However, it is difficult to ensure that similar patients have been recruited into each
subgroup. For example, in a multi-country field study there might be country-specific
differences in the initial health of the recruited patients. Some countries might enter
patients with earlier-stage disease, and the treatment or management of patients may
differ in subtle ways. Thus observed differences in, for example, group mean scores
could be attributable to ‘sampling bias’ in patient recruitment or management, and it
is extremely difficult to ascribe any observed mean differences to cultural variation in
the response to questions.

Methods of analysis might include comparison of subgroup means and SDs. How-
ever, to eliminate the possibility of sampling bias, differential item functioning (DIF)
is an attractive approach for multi-item scales. DIF analysis, described in Section 7.10,
allows for the underlying level of QoL for each patient, and examines whether the
individual item responses are consistent with the patients’ QoL.
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Example

There may be different semantic interpretation of words by different cultures.
Nordic and Northern European countries interpret ‘anger’ as something that is
bad and to be avoided; in Mediterranean countries, ‘anger’ is not only accept-
able, but there is something wrong with a person who avoids expressing it. Thus
the interpretation of an answer to the question ‘Do you feel angry?” would need
to take into account the cultural background of the respondent.

3.16 Conclusions

Designing and developing new instruments constitutes a complex and lengthy pro-
cess. It involves many interviews with patients and others, studies testing the question-
naires upon patients, the collection of data, and statistical and psychometric analyses
of the data to confirm and substantiate the claims for the instrument. The full develop-
ment of an instrument may take many years. If at any stage inadequacies are found
in the instrument, there will be a need for refinement and re-testing. Many instru-
ments undergo iterative development through a number of versions, each version being
extensively reappraised. For example, the Appendix shows version 3.0 of the EORTC
QLQ-C30 and version 4 of the FACT-G. The instruments described in the appendices
to this book, like many other instruments, will have undergone extensive development
along the lines that we have described.

In this chapter we have emphasised the qualitative aspects of instrument develop-
ment. In our experience, this is the most crucial phase in developing a new instrument.
As noted in the introduction to this chapter, the subsequent validation using quantita-
tive methods as described in the next chapters of this book will only be of value if it
builds on a secure foundation developed by the application of a rigorous qualitative
approach.

The contrast between the EORTC QLQ-C30 and the FACT-G is in this respect
informative. Both instruments target the same population: cancer patients in general.
Yet these are two very different instruments, the one focusing on clinical aspects and the
other on patients’ feelings and concerns. Both instruments have been exhaustively vali-
dated. Thus we can see that the initial conceptual foundations determined the nature of
each instrument, and no amount of subsequent validation has narrowed the gap between
them. The conceptual basis of the postulated constructs should be considered when
choosing instruments for use in studies, as it will affect the interpretation of results.

The role of qualitative methods involving not only experts but, most importantly,
patients, is now well recognised (Reeve et al., 2013; US FDA, 2009). Thus when devel-
oping a new instrument it is essential to fully document the qualitative procedures and
results, and in particular the involvement and role of patients from the earliest stages of
instrument specification and development. This has now become standard for all new
instruments. However, many legacy instruments either do not have the documentation
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or even failed to involve patients. The United States Food and Drug Administration
(US FDA, 2009) states that documentation provided to the FDA to support content
validity should include all item generation techniques used, including any theoreti-
cal approach; the populations studied; source of items; selection, editing, and reduc-
tion of items; cognitive interview summaries or transcripts; pilot testing; importance
ratings; and quantitative techniques for item evaluation. Furthermore, “With existing
instruments, it cannot be assumed that the instrument has content validity if patients
were not involved in instrument development. New qualitative work similar to that
conducted when developing a new instrument can provide documentation of content
validity for existing instruments if patient interviews or focus groups are conducted
using open-ended methods to elicit patient input”. Rothman et al. (2009) address the
issues for evaluating and documenting content validity for the use of existing instru-
ments and their modification.

Developing new instruments is a lengthy and time-consuming task. In summary,
our advice is: don’t develop your own instrument — unless you have to. Wherever pos-
sible, consider using or building upon existing instruments. If you must develop a new
instrument, be prepared for much hard work over a period of years.

3.17 Further reading

One of the first groups to develop and publish comprehensive guidelines for develop-
ing QoL instruments was the EORTC Quality of Life Group. These guidelines have
been influential in the writing of this chapter, and are recommended to those devel-
oping questionnaires. They are: EORTC Quality of Life Group Module Development
Guidelines, currently in a fourth edition, by Johnson et al. (2011), and EORTC Quality
of Life Group Translation Procedure (3rd edn.) by Dewolf et al. (2009). These manuals
are downloadable from the website http://groups.eortc.be/qol/manuals. The translation
issues are also summarised in Koller et al. (2007).

Much of the methodological research into questionnaire development has been car-
ried out in other disciplines, such as survey methodology. In recent years cognitive
psychology has had a major impact on the understanding of how respondents react to
questions, and how to use cognitive-based methods to identify weaknesses in question-
naires. Useful books on modern approaches include: Asking Questions: The Definitive
Guide to Questionnaire Design, by Bradburn et al. (2004), Cognitive Interviewing:
A Tool for Improving Questionnaire Design, by Willis (2005) and Focus Groups: A
practical guide for applied research, by Kreuger and Casey (2000). Brod et al. 2009
and Rothman et al. (2009) discuss qualitative methods for ensuring content validity,
Lehoux et al. (2006) explore focus groups and Kerr et al (2010) cover data saturation.

In addition to Dewolf et al. (2009) mentioned above, translation issues are reviewed
in detail by Marquise et al. (2005) and Wild et al. (2005, 2009), who also provide refer-
ences to key publications in this area.

The COREQ checklist offers useful guidance for the reporting of qualitative studies
(Tong et al., 2007).


http://groups.eortc.be/qol/manuals

Scores and measurements: validity,
reliability, sensitivity

Summary

In this chapter we explore properties that are common to all forms of measures. This
includes both single-item measurements, such as the response to a single global ques-
tion, and summary scores derived from multi-item scales, such as the scores from the
summated scales that are used in many QoL instruments. These properties include
validity, reliability, sensitivity and responsiveness. This chapter focuses upon those
aspects of the properties that apply to single items and summary scale scores. Chapter 5
discusses related techniques that apply to multi-item scales, when the within-scale
between-item relationships can be examined.

4.1 Introduction

All measurements, from blood pressures to PRO measures, should satisfy basic prop-
erties if they are to be clinically useful. These are primarily validity, reliability, repeat-
ability, sensitivity and responsiveness.

Validity describes how well a measurement represents the attribute being measured,
or how well it captures the concept that is the target of measurement. From a statistical
aspect, validity is similar to bias, in that a biased measurement is somehow missing the
fundamental target.

Validation of instruments is the process of determining whether there are grounds for
believing that the instrument measures what it is intended to measure, and that it is useful
forits intended purpose. For example, to what extentis it reasonable to claim that a ‘quality-
of-life questionnaire’ really is assessing QoL? Since we are attempting to measure an
ill-defined and unobservable latent variable (QoL), we can only infer that the instrument
is valid in so far as it correlates with other observable behaviour. This validation process
consists of a number of stages, in which it is hoped to collect convincing evidence that
the instrument taps into the intended constructs and that it produces useful measurements
reflecting patients’ QoL. Validity can be subdivided into three main aspects.

Quality of Life: The Assessment, Analysis and Reporting of Patient-Reported Outcomes, Third Edition.
Peter M. Fayers and David Machin.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Content validity concerns the extent to which the items are sensible and reflect the
intended domain of interest. Criterion validity considers whether the scale has empiri-
cal association with external criteria, such as other established instruments. Construct
validity examines the theoretical relationship of the items to each other and to the
hypothesised scales. Of these three types of validity, construct validity is the most
amenable to exploration by numerical analysis. Two aspects of construct validity are
convergent validity and discriminant validity. Some items or scales, such as anxi-
ety and depression, may be expected to be highly correlated, or convergent. Others
may be expected to be relatively unrelated, or divergent, and possessing discriminant
validity. If a group of patients with a wide range of diagnoses and treatments is included,
a very high scale-to-scale correlation could imply low discriminant validity and might
suggest that the two scales measure similar things. On the other hand, if scale-to-scale
correlations do not correspond roughly to what is expected, the postulated relation-
ships between the constructs are questionable.

Reliability and repeatability concern the random variability associated with meas-
urements. Ideally, patients whose status has not changed should make very similar, or
repeatable, responses each time they are assessed. If there is considerable random vari-
ability, the measurements are unreliable. It would be difficult to know how to interpret
the results from individual patients if the measurements are not reliable. Poor reliabil-
ity can sometimes be a warning that validity might be suspect, and that the measure-
ment is detecting something different from what we intend it to measure.

Sensitivity is the ability of measurements to detect differences between patients or
groups of patients. If we can demonstrate that a measurement is sensitive and detects
differences believed to exist between groups of patients, such as differences between
poor and good prognosis patients, we will be more confident that it is valid and meas-
uring what we believe it to be measuring. Sensitivity is also important in clinical trials
since a measurement is of little use if it cannot detect the differences in patient out-
comes that may exist between the randomised groups.

Responsiveness is similar to sensitivity, but relates to the ability to detect changes
when a patient improves or deteriorates. A measurement has limited use for patient
monitoring unless it reflects changes in the patient’s condition. A sensitive measure-
ment is usually, but not necessarily, also responsive to changes.

Validity, reliability, sensitivity and responsiveness are interrelated, yet each is sepa-
rately important. Assessing validity, in particular, is a complex and never-ending task.
Validity is not a dichotomy and, in outcomes research, scales can never be proved to be
‘valid’. Instead, the process of validation consists of accruing more and more evidence
that the scales are sensible and that they behave in the manner that is anticipated.

For a discussion of statistical significance and p-values mentioned in this chapter
see Section 5.2.

4.2 Content validity

Content validity relates to the adequacy of the content of an instrument in terms of
the number and scope of the individual questions that it contains. It makes use of the
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conceptual definition of the constructs being assessed, and consists of reviewing the
instrument to ensure that it appears to be sensible and covers all of the relevant issues.
Thus content validation involves the critical examination of the basic structure of the
instrument, a review of the procedures used for the development of the questionnaire,
and consideration of the applicability to the intended research question. In order to claim
content validity, the design and development of an instrument should follow rigorously
defined development procedures. It has been defined as: “Content validity is the extent
to which a scale or questionnaire represents the most relevant and important aspects of a
concept in the context of a given measurement application” (Magasi et al., 2012).

Item coverage and relevance

Comprehensive coverage is one of the more important aspects of content validity, and
the entire range of relevant issues should be covered by the instrument. An instrument
aiming to assess symptomatology, for example, should include items relating to all
major relevant symptoms. Otherwise there could be undetected differences between
groups of patients. In an extreme case, important side effects may remain undetected
and unreported. Although these side effects may have a substantial effect upon QoL,
a single global question about overall QoL may lack the specificity and sensitivity to
detect a group difference. Comprehensive coverage is essential at the domain level,
but is also particularly important for multi-item scales that consist of formative (causal
or composite) indicators; it should be less important for reflective indicators within a
scale, where all items are regarded as being parallel and interchangeable (as is also a
fundamental assumption of computer adaptive tests — see Chapter 8).

The extent of item coverage is not amenable to formal statistical testing, and depends
largely upon ensuring that the instrument has been developed according to a rigorous
pre-defined methodology. The item generation process should include input from spe-
cialists in the disease area, a review of published data and literature, and interviews with
patients suffering from the illness. Evidence of having followed formal, documented
procedures will tend to support claims regarding the content validity of the instrument.

At the same time, all the items that are included should be relevant to the concept
being assessed, and any irrelevant items should be excluded. Item relevance is com-
monly approached by using an expert panel to assess whether individual items are appro-
priate to the construct being assessed, and also by asking patients their opinion as to
the relevance of the questions. Methods of construct validation can also indicate those
items that appear to be behaving differently from other items in a scale (see Section 5.4).
These items can then be critically reviewed, to decide whether they really do or do not
relate to the construct that is being evaluated. Items should also be excluded if they are
redundant because they overlap with or duplicate the information contained in other items.

Face validity

Face validity involves checking whether items in an instrument appear on the face
of it to cover the intended topics clearly and unambiguously. Face validity is closely
related to content validity, and is often considered to be an aspect of it. The main
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distinction is that face validity concerns the critical review of an instrument after it has
been constructed, while the greater part of content validation consists of ensuring that
comprehensive and thorough development procedures were rigorously followed and

documented.

Example from the literature

Branski et al. (2010) compared the content of nine QoL instruments for patients
with voice disorders (Table 4.1). The variation in content was substantial. In
part this may be attributable to the different objectives of the instruments:
the last four (VHI-10 to pVHI) were developed without using patient interviews
and of these three were intended for proxy administration to children. None-
the-less, the overall differences are striking: of the first five, some focused on
communication and social problems, while the remainder addressed emotional,
physical and functional problems.

Table 4.1 Number of items and content of nine instruments that assess voice problems

Instrument

VHI V-RQOL VOS VAPP VoiSS VHI-10 PVOS PV-RQOL pVHI
Number of items 30 10 5 28 30 10 4 10 23
Domains
Communication problems v / v v
Social v v / v v v
Emotional v v 4 v v v
Physical v v v v v
Functional v v v v v
Work/school v / v
Voice sound and variability v

VHI; Voice Handicap Index; VRQOL; Voice Related Quality of Life; VOS; Voice Outcome Survey; VAPP; Voice
activity and participation profile; VoiSS; Voice Symptom Scale; VHI-10; Voice Handicap Index-10; PVOS;
Pediatric Voice Outcome Survey; PVRQOL; Pediatric Voice-Related Quality of Life; pVHI; Pediatric Voice
Handicap Index.

Source: Branski et al., 2010. Reproduced with permission of Elsevier.

Content validity is optimised by including a wide range of individuals in the devel-
opment process, and face validity may be maximised in a similar way. Thus when
confirming face validity the opinion of experts (such as doctors, nurses and social
scientists) should be sought, and patients should be asked whether the instrument
seems sensible. Although investigators describing the validation of instruments often
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state that consensus opinion was sought and that the instrument is believed to have
good face validity or content validity, explicit details are often lacking. It is important
to describe the composition and functioning of the individuals involved in the develop-
ment and validation processes.

Example from the literature

Luckett et al. (2011) compare the EORTC QLQ-C30 and FACT-G cancer-specific
questionnaires with a view to informing choice between them. There is substan-
tial evidence for the reliability and validity of both questionnaires in a range of
cancer settings, and both are available in a large number of languages; psycho-
metric data were not decisive in recommending one measure or the other. How-
ever, there are major differences in the content, social domains, scale structure
and overall character of these two instruments.

A first important difference concerns the way in which ‘social HRQoL is
conceptualised and measured in the QLQ-C30 versus FACT-G. Low correlations
between the QLQ-C30’s social functioning (SF) and FACT-G's social well-being
(SWB) reflect differences in their content; items in SF assess impacts on social
activities and family life while those in SWB focus on social support and
relationships.

In addition to the physical, emotional, social and functional/role scales
offered by both measures, the QLQ-C30 provides brief scales for cognitive
functioning, financial impact and a range of symptoms either not assessed by
the FACT-G or else subsumed within its well-being scales. While the QLQ-C30’s
approach enables scores to be generated for outcomes that may be of specific
interest, it provides 15 scores compared with the FACT-G's five, which compli-
cates analysis and raises issues of multiple hypothesis testing.

An overall score on the QLQ-C30 is generated by averaging responses to just
two questions (global health and quality of life), while the FACT-G allows sum-
mation of all 27 items. The QLQ-C30 and FACT-G both look and feel different.
With the exception of its emotional scale, the QLQ-C30 confines its questions
to relatively objective aspects of functioning, whereas the FACT-G encourages
respondents to reflect on their thoughts and feelings throughout. Studies ask-
ing patients and health professionals about relative face validity, ease of com-
prehension and overall preference have been inconclusive, although the trend
has generally favoured the QLQ-C30.

Thus both instruments claim face and content validity, yet they differ sub-
stantially in their content. In part, this reflects the different design teams, with
the QLQ-C30 placing greater emphasis on clinical aspects as compared to the
FACT-G which is more psycho-social in content.
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4.3 Criterion validity

Criterion validity involves assessing an instrument against the true value, or against
some other standard that is accepted as providing an indication of the true values for
the measurements. It can be divided into concurrent validity and predictive validity.

Concurrent validity

Concurrent validity means agreement with the true value. Such a ‘gold standard’ is not
available for PROs since they measure postulated constructs that are experimental and
subjective. Therefore the most common approach involves comparing new question-
naires against one or more well-established instruments. This may be reasonable if the
objective of developing a new instrument is to produce a shorter or simpler question-
naire, in which case the more detailed, established instrument may be believed to set
a standard at which to aim. More frequently, the rationale for creating a new instru-
ment is that the investigators believe existing ones to be suboptimal. In this case, the
comparison of new against established is of limited value since the latter has, in effect,
already been rejected as the gold standard. Another approach is to use indirect methods
of comparison. A detailed interview, using staff trained in interviewing techniques,
might yield estimates of the constructs that are perhaps believed to be approximations
to true values for a patient.

Example

Anxiety and depression are psychological concepts that have traditionally
been assessed by using in-depth interviews to rate their severity and to detect
patient ‘cases’ needing psychiatric intervention. If the psychiatric assessment
is regarded as an approximation of the true level of these states, it can serve as
a criterion against which a patient’s self-completed questionnaire is compared.
Anxiety and depression are perhaps different from more complex QoL scales,
in that there is (arguably) a clearer definition and better consensus among
psychiatrists of the meaning of these terms. On that assumption, it would
seem reasonable to regard a brief patient-questionnaire, taking a few minutes
to complete, as a convenient method for estimating the ‘true’ values of the
detailed interview.

As already mentioned, a new instrument is usually compared against values
obtained from other well-established or lengthier instruments, an in-depth interview,
or an observer’s assessment. If agreement between the two methods is considered to
be poor, the concurrent validity is low. It may be difficult to determine with certainty
whether one or both of the methods has low validity, but the low level of agreement
serves as an indicator that something may be amiss.
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Example from the literature

When developing the HADS instrument, Zigmond and Snaith (1983) asked
100 patients from a general medical outpatient clinic to complete the ques-
tionnaire. Following this, they used a 20-minute psychiatric interview to
assess anxiety and depression; this provided the criterion against which the
two scales of the HADS were compared. A summary of the results is shown in
Table 4.2, with patients grouped into three categories according to whether
they were psychiatric cases, doubtful cases or non-cases of anxiety and
depression.

For diagnosing psychiatric cases, the depression scale gave 1% false posi-
tives and 1% false negatives, and the anxiety scale 5% false positives and 1%
false negatives.

Table 4.2 HADS questionnaire completed by 100 patients from a general medical outpatient
clinic

Depression Anxiety
Doubtful Doubtful
HADS score Non-cases cases Cases Non-cases cases Cases
0-7 57 11 1~ 41 4 1~
8-10 8 7 3 10 9 1
11-21 1+ 4 8 5* 15 14

+ False positives. — False negatives.
Source: Zigmond and Snaith, 1983, Table 1. Reproduced with permission of John Wiley & Sons, Ltd.

Predictive validity

Predictive validity concerns the ability of the instrument to predict future health sta-
tus, future events or future test results. For example, it has frequently been reported
that overall QoL scores are predictive of subsequent survival time in cancer trials,
and that QoL assessment is providing additional prognostic information to sup-
plement the more objective measures, such as tumour stage and extent of disease.
The implication is that future health status can serve as a criterion against which
the instrument is compared. Thus, for purposes of criterion validity, future status
is regarded as a better indicator of the current true value of the latent variable than
the observed patient responses from the instrument being developed. To make such
an assumption, the investigator will have to form a conceptual model of the con-
struct being assessed and its relationship with future outcomes. Therefore predic-
tive validity is more conveniently discussed from the perspective of being an aspect
of construct validity.
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4.4 Construct validity

Construct validity is one of the most important characteristics of a measurement instru-
ment. It is an assessment of the degree to which an instrument is valid in that it appears
to measure the construct that it was designed to measure. The subject of construct
validity is a difficult and controversial one. It involves first forming a hypothetical
model, describing the constructs being assessed and postulating their relationships.
Data are then collected, and an assessment is made as to the degree to which these rela-
tionships are confirmed. If the results confirm prior expectations about the constructs,
the implication is that the instrument may be valid and that we may therefore use it to
make inferences about patients.

The ‘may be valid’ emphasises the controversial aspect of construct validation. The
difficulty is that neither the criterion nor the construct is directly measurable. Hence
a formal statistical test cannot be developed. Since assessment of construct validity
relies upon expressing opinions about expected relationships amongst the constructs,
and confirming that the observed measurements behave as expected, we cannot prove
that questionnaire items are valid measures for the constructs, or that the constructs
are valid representations of behaviour. All we can do is collect increasing amounts of
evidence that the measurements appear to be sensible, that the postulated constructs
behave as anticipated, and that there are no grounds for rejecting them. The greater the
supporting evidence, the more confident we are that our model is an adequate repre-
sentation of the constructs that we label QoL.

More formally, construct validity embraces a variety of techniques, all aimed at
assessing two things: first, whether the theoretical postulated construct appears to be
an adequate model; and, second, whether the measurement scale appears to correspond
to that postulated construct. In this chapter we describe several approaches that are
applicable to single-item scales or summary scores from multi-item scales, but in the
next chapter we show more powerful methods that are available for multi-item scales,
to explore dimensionality, homogeneity and overlap of the constructs.

Mainly, assessment of construct validity makes use of correlations, changes over
time, and differences between groups of patients. It involves building and testing
conceptual models that express the postulated relationships between the hypothetical
domains of QoL and the scales that are being developed to measure these domains.
Construct validation is a lengthy and on-going process of learning more about the
construct, making new predictions and then testing them. Each study that supports the
theoretical construct serves to strengthen the theory, but a single negative finding may
call into question the entire construct.

Known-groups validation

One of the simpler forms of construct validation is known-groups validation. This
is based on the principle that certain specified groups of patients may be anticipated
to score differently from others, and the instrument should be sensitive to these
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differences. For example, patients with advanced cancer might be expected to have
poorer overall QoL than those with early disease. A valid scale should show differ-
ences, in the predicted direction, between these groups. Known-groups comparisons
are therefore a combination of tests for validity and a form of sensitivity or responsive-
ness assessment. A scale that cannot successfully distinguish between groups with
known differences, either because it lacks sensitivity or because it yields results that
are contrary to expectations, is hardly likely to be of value for many purposes.

Investigators frequently select patients in whom one may anticipate that there will
be substantial differences between the groups. This implies that even a very small
study will provide sufficient evidence to confirm that the observed differences are
unlikely to be due to chance; what matters most is the magnitude of the differences, not
the p-values. Although statistical significance tests are uninformative and not worthy
of reporting in these circumstances, it is common to see publications that describe all
differences as statistically highly significant with p-values less than 0.0001.

Closely similar to known-groups validation is validation by application (Feinstein
1987, p. 205). When a scale is used in a clinical trial and detects the anticipated effects,
one can infer that the scale is sensitive and that it is presumably measuring the outcome
of interest. However, cynics may claim that this approach (and, indeed, known-groups
validation in general) cannot tell whether the scale being validated is addressing the
intended construct, or merely evaluating another outcome that is highly correlated with
it. Thus, as with known-groups validation, face validity is an important aspect of draw-
ing conclusions from the observations.

Example from the literature

0’Connell and Skevington (2012) described the validation of a short form of
the WHOQOL-HIV instrument, the 31-item WHOQOL-HIV-BREF. Survey data from
1,923 HIV-positive adults (selected for age, gender and disease stage) were
collected in eight culturally diverse centres. Known-groups validity, based on
1,884 adults, was explored by contrasting three subgroups with disease of
varying severity: HIV-asymptomatic, HIV-symptomatic and AIDS. The authors
reported the ANOVA F-statistics for each of the 31 items and the six multi-item
domains; in Table 4.3 we show just the two general items and the six domains.
For both of the general items and all of the summary scales there is a clear
trend according to severity of illness. Given the large sample size, it is not sur-
prising that all ANOVA F-ratios are highly significant (p < 0.001). The authors
comment that their results confirm that the new instrument shows very good
discriminant validity. They also note that the two domains with the largest
effects (largest F-ratios) were physical and level of independence.
Known-groups validity is not the same as sensitivity, which we discuss later in
this chapter. For sensitivity, we are interested in whether the instrument can detect
small group-differences, in sample sizes as used in clinical trials. Here, for known-
groups validity, the authors confirm that the anticipated effects were observed.
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Table 4.3 Known-groups validity of the Short Form WHOQOL-HIV instrument, in 1,884 adults
who are HIV-positive

HIV asymptomatic ~ HIV symptomatic ~ AIDS

N=776 N =643 N =465 F-ratio*
Overall QoL and Health
General QoL 3.47 3.15 2.98 45.43
General health 3.27 2.77 2.56 84.97
Domain scores
1. Physical 14.49 12.39 11.12 186.37
2. Psychological 13.77 12.59 11.81 79.95
3. Independence 15.25 13.14 11.75 197.63
4. Social Relationships 13.30 12.56 12.00 25.41
5. Environment 12.87 12.10 11.83 27.59
6. Spirituality, Religion and 13.35 12.53 11.85 26.78

Personal Beliefs (SRPB)

* ANOVA F-statistics; all are significant p < 0.001.
Source: Extract from 0'Connell and Skevington, 2012, Table 3, which displays discriminant validity for all
items. Reproduced with permission of Springer Science+Business Media.

Convergent validity

Convergent validity is another important aspect of construct validity, and consists
of showing that a postulated dimension of QoL correlates appreciably with all other
dimensions that should in theory be related to it. That is, we may believe that some
dimensions of QoL are related, and we therefore expect the observed measurements
to be correlated. For example, one might anticipate that patients with severe pain are
likely to be depressed, and that there should be a correlation between the pain scores
and depression ratings.

Many of the dimensions of QoL are interrelated. Very ill patients tend to suffer from
a variety of symptoms and have high scores on a wide range of psychological dimen-
sions. Many, and sometimes nearly all, dimensions of QoL are correlated with each
other. Therefore an assessment of convergent validity consists of predicting the strong-
est and weakest correlations, and confirming that subsequent observed values conform
to the predictions. Analysis consists of calculating all pairwise correlation coefficients
between scores for different QoL scales.

A very high correlation between two scales invites the question of whether both
of the scales are measuring the same factor, and of whether they could be combined
into a single scale without any loss of information. The decision regarding the amal-
gamation of scales should take into account the composition of the separate scales,
and whether there are clinical, psychological or other grounds for deciding that face



4.4 CONSTRUCT VALIDITY 99

validity could be compromised and that it is better to retain separate scales. Alterna-
tively, a very high correlation might imply that one of the scales is redundant and can
be deleted from the instrument. Convergent validity is usually considered together
with discriminant validity.

Discriminant validity

Discriminant validity, or divergent validity, recognises that some dimensions of
QoL are anticipated to be relatively unrelated and that therefore their correlations
should be low. Convergent and discriminant validity represent the two extremes in
a continuum of associations between the dimensions of QoL. One problem when
assessing discriminant validity (and, to a lesser extent, convergent validity) is that
two dimensions may correlate because of some third, possibly unrecognised, con-
struct that links the two together; statisticians term this spurious correlation. For
example, if two dimensions are both affected by age, an apparent correlation can be
introduced solely through the differing ages of the respondents. Another extraneous
source of correlations could be ‘yea-saying’, in which patients may report improv-
ing QoL on many dimensions simply to please staff or relatives. When specific
independent variables are suspected of introducing spurious correlations, the statis-
tical technique of partial correlation should be used; this is a method of estimating
the correlation between two variables, or dimensions of QoL, while holding con-
stant other variables that statisticians describe as nuisance variables. In practice,
there are usually many extraneous variables each contributing a little to the spurious
correlations.

Convergent validity and discriminant validity are commonly assessed across instru-
ments rather than within an instrument, in which case those scales from each instru-
ment that are intended to measure similar constructs should have higher correlations
with each other than with scales that measure unrelated constructs.

Example from the literature

Schag et al. (1992) evaluated the HIV Overview of Problems - Evaluation Sys-
tem (HOPES), and predicted the pattern of associations that they expected
to observe between scales from the HOPES questionnaire and the MOS-HIV.
Table 4.4 shows some of the corresponding observed correlations.

The authors comment that, as predicted, the three MOS-HIV scales of cogni-
tive function, mental health and health distress correlate most highly with the
psychosocial summary scale of the HOPES. Similarly, other MOS-HIV subscales
correlate most highly with the HOPES physical summary scale.

The high correlations support the predictions of convergent validity, while
the lower correlations between other subscales support discriminant validity.
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Table 4.4 Correlations between HOPES physical and psychosocial
scales and the MOS-HIV scales, in patients with HIV infection

Hopes
MOS-HIV Physical Psychosocial
General health 0.74 0.41
Physical function 0.74 0.42
Role function 0.70 0.36
Social function 0.75 0.43
Cognitive function 0.55 0.55
Pain score 0.67 0.39
Mental health 0.55 0.70
Energy/fatigue 0.72 0.47
Health distress 0.65 0.67
QoL 0.52 0.44
Health transition 0.25 0.17

Source: Schag et al., 1992, Table 6. Reproduced with permission of Springer
Science+Business Media.

Multitrait-multimethod analysis

The multitrait-multimethod (MTMM) correlation matrix is a method for examining
convergent and discriminant validity, and was described by Campbell and Fiske in
1959. The general principle of this technique is that two or more ‘methods’, such
as different instruments, are each used to assess the same ‘traits’, for example QoL
aspects, items or subscales. Then we can inspect and compare the correlations arising
from the same subscale as estimated by the different methods. Various layouts are used
for MTMM matrices, the most common being shown in Table 4.5.

In this template the two instruments are methods, while the functioning scales are
traits. Cells marked C show the correlations of the scores when different instruments

Table 4.5 Template for the multitrait-multimethod (MTMM) correlation matrix

Emotional function Social function Role function
Instrument 1 2 1 2 1 2
Emotional 1 Izl
function 2 E
Social 1 IZl El
funcion 2 (o] [&]
Role 1 (D] [D]
function 2 IZl | D | | C | | R |
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are used to assess the same trait. Convergent validity is determined by the C cells. If
the correlations in these cells are high, say above 0.7, this suggests that both instru-
ments may be measuring the same thing. If the two instruments were developed inde-
pendently of each other, this would support the inference that the traits are defined in a
consistent and presumably meaningful manner.

Similarly, the D cells show the scale-to-scale correlations for each instrument, and
these assess discriminant validity. Lower correlations are usually expected in these
cells, since otherwise scales purporting to measure different aspects of QoL are in fact
more strongly related than supposedly similar scales from different instruments.

The main diagonal cells, marked R, can be used to show reliability coefficients, as
described later and in Chapter 5. These can be either Cronbach’s a for internal reliabil-
ity or, if repeated QoL assessments are available on patients whose condition is stable,
test—retest correlations. Since repeated values of the same trait measured twice by the
same method will usually be more similar than values of the same trait measured by
different instruments, the R cells containing test—retest repeatability scores should usu-
ally contain the highest correlations.

One common variation on the theme of MTMM matrices is to carry out the patient
assessments on two different occasions. The unshaded triangular area to the upper-right
of Table 4.5 can be used to display the correlations at time 1, and the time 2 data can
be shown in the shaded cells as described above. The diagonal cells dividing the two
triangular regions, marked R, can then show the test-retest repeatability correlations.

Example from the literature

The FACT-G and the EORTC QLQ-C30 are two instruments that ostensibly measure
many of the same aspects of QolL. Silveira et al. (2010) used an MTMM matrix,
summarised in Table 4.6, to compare these two instruments in 102 patients
with head and neck cancer.

Silveira et al. used the layout of Table 4.5, subdividing the instruments into
traits (QoL dimensions). The correlation between the QLQ-C30 physical func-
tion scale and the FACT-G physical well-being scale is 0.80, while the correlation
between the QLQ-C30 social function and the FACT-G social well-being is only 0.21.

Convergent validity is determined by the shaded cells, which represent the
correlation of two instruments when assessing the traits that are hypothesised as
similar. In this example, the correlation for social function and social well-being
is very low, indicating that despite the similar names these two scales are meas-
uring very different constructs. The correlation between the two emotional scales
is at best only modest, again suggesting that these scales may differ in concept.

These results are not surprising; as we commented when introducing the instru-
ments in Chapter 1, they are conceptually very different from each other, with the
QLQ-C30 emphasising clinical symptoms and the FACT-G addressing feelings and
concerns. Other authors have reported similar differences (Luckett et al., 2011).
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Table 4.6 Multitrait-multimethod correlation matrix for FACT-G scores and EORTC QLQ-C30
scores, in 102 patients with head-and-neck cancer

Physical Social Emotional Role
PF Pwb SF Swb EF Ewb RF Fwb
(aLa)  (FACT)  (QLQ)  (FACT) (QLQ)  (FACT)  (QLa)  (FACT)
Physical
PF
Pwb 0.80
Social
SF 0.62 0.70
Swb 0.19 0.19 0.21
Emotional
EF 0.42 0.49 0.48 0.18
Ewb 0.51 0.67 0.54 0.35 0.63
Role
RF 0.79 0.75 0.72 0.18 0.44 0.56
Fwb 0.71 0.70 0.65 0.39 0.43 0.60 0.70

EORTC QLQ-C30: PF physical function; SF social function; EF emotional function; RF role function.
FACT-G: Pwb physical well-being; Swb social well-being; Ewb emotional well-being; Fwb functional well-being.
Source: Silveira et al., 2010, Table 8. CC BY 2.0 (http://creativecommons.org/licenses/by/2.0).

Silveira et al. comment on the marked departures of Swb and SF from a
normal distribution, but despite this used Pearson correlation and not that of
Spearman which is more applicable in such cases.

Example from the literature

Khanna et al. (2012) explored the validity of computerised adaptive tests from
Patient-Reported Outcomes Measurement Information System (PROMIS) item
banks, using data from 143 patients with systemic sclerosis. Construct validity
of the PROMIS items was evaluated by examining correlations with correspond-
ing legacy measures using MTMM analysis. The six PROMIS domains selected
for analysis were depression, fatigue, pain behaviour, physical function, sleep
disturbance and satisfaction with participation in discretionary social activi-
ties. The corresponding legacy scales were the depression from CESD-10, FACIT-
Fatigue, SF-36 bodily pain, SF-36 physical functioning, MOS 9-item sleep prob-
lem index and SF-36 social functioning, respectively.
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The correlations are shown in Table 4.7.

Khanna et al. used a summary table for the MTMM analysis, presenting only
the correlations between the PROMIS scales and the legacy instruments. It was
hypothesised that the correlation coefficients between scales for corresponding
dimensions (shown as shaded values on the main diagonal in Table 4.7) would
be “>0.50 (a large effect size) and that these would be significantly larger than
off-diagonal correlations’.

Table 4.7 Multitrait-multimethod correlation matrix for PROMIS scores compared against
legacy instruments, in 143 patients with systemic sclerosis

SF-36  SF-36 SF-36

CESD-10 FACIT ~ Bodily Physical MOS Social

PROMIS CAT Depression  Fatigue  pain func. Sleep index  func.
Depression 1.0 0.67 0.44 0.31 0.20 0.33 0.46
Fatigue 1.0 0.59 0.76 0.59 0.51 0.49 0.59
Pain Behavior 1.0 0.44 0.53 0.66 0.38 0.37 0.47
Phys. Function 1.0 0.46 0.72 0.56 0.82 0.43 0.55
Sleep Disturb 1.0 0.50 0.37 0.23 0.24 0.75 0.28
Social Sat Discretionary 0.56 0.62 0.48 0.54 0.46 0.61

Source: Khanna et al., 2012, Table 4. Reproduced with permission of Elsevier.

Khanna et al. reported that ‘Validity diagonals (correlations among different
methods of measuring the same domain) were the largest correlations across
the row and column in every case with one exception: the PROMIS scale (satis-
faction with participation in discretionary social activities) had about the same
size correlation with the legacy scale FACIT-Fatigue (r = 0.62) than with the
SF-36 social functioning counterpart. Eighty-three percent of the paired cor-
relation t-tests were statistically significantly larger than relevant off-diagonal
correlations in the MTMM matrix, providing substantial support of construct
validity of the measures.

It is often useful to consider confidence intervals (CIs) of the correlation coeffi-
cients, as shown in Section 5.3. The CIs reflect the sample size of the study, and a small
study will be associated with wide intervals. The intervals enable a critical inspection
of whether differences between correlations may be due to chance, or whether there is
reasonable confirmation of the expected correlation structure
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4.5 Repeated assessments and change over time

The methods described so far have involved a single cross-sectional assessment of
the patients. We turn now to validation in which repeated assessments per patient
are used:

* repeatability in stable patients, or consistency over time: test-retest reliability;

° responsiveness or sensitivity to changes in patients whose condition has altered over
time.

4.6 Reliability

Assessment of reliability consists of determining that a scale or measurement yields
reproducible and consistent results. Confusingly, this same word is used for two
very different levels of scale validation. First, for scales containing multiple items,
all the items should be consistent in the sense that they should all measure the same
thing. This form of reliability, which is called internal reliability, uses item correla-
tions to assess the homogeneity of multi-item scales and is in many senses a form of
validity. Second, reliability is also used as a term to describe aspects of repeatabil-
ity and stability of measurements. Any measurement or summary score, whether
based upon a single item or multiple items, should yield reproducible or consistent
values if it is used repeatedly on the same patient while the patient’s condition has
not changed materially. Thus reliability, in this sense of repeatability, describes the
differences between multiple measurements. From a statistical perspective, reli-
ability is similar to variance, in the sense that an unreliable measure varies between
measurement occasions. This second form of reliability is a desirable property of
any quantitative measurement, and is a necessary condition for a PRO to be valid.
However, reliability does not in itself imply validity: a measure that is measuring
something reliably and consistently may not necessarily be measuring the intended
construct.

From a statistical point of view, both forms of reliability are assessed using
related techniques. Thus repeatability reliability is based upon analysis of correla-
tions between repeated measurements, where the measurements are either repeated
over time (test-retest reliability), by different observers (inter-rater reliability) or
by different variants of the instrument (equivalent-forms reliability). Internal reli-
ability, which is also often called internal consistency, is based on item-to-item
correlations in multi-item scales, and is discussed in Section 5.5. Since these two
concepts are mathematically related, estimates of the internal reliability of multi-
item scales can often be used to predict the approximate value of their repeatability
reliability.

A number of different measures have been proposed. Since reliability is the extent
to which repeated measurements will give the same results when the true scale score
remains constant, measurement concerns the level of agreement between two or more
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scores. We describe those measures that are commonly used when there are two
assessments per patient. However, we also note that, from a statistical perspective,
the reliability of continuous measurements may be more effectively explored using
ANOVA models to evaluate the SE of the measurements, and to explore the relation-
ship of this SE to the other sources of variance; see also Section 5.5.

Binary data: proportion of agreement

Binary assessments include ratings such as yes/no, present/absent, positive/negative,
or patients grouped into those greater/less than some threshold value. The simplest
method of assessing repeatability is the proportion of agreement when the same instru-
ment is applied on two occasions. When patients are assessed twice, the resulting
data can be tabulated, as in Table 4.8. Here x;; is the number of patients whose QoL
response is positive both times, and x,, when it is negative.

The number of agreements, that is the number of patients who respond in the same
way in both assessments, is x1; + X,,, and so the proportion of agreements is

Pagree z('xll +x22)/N, 4.1)

where N is the total number of patients.

Binary data: «

However, we would expect some agreement purely by chance, even if patients entered
random responses on the questionnaire, and p4,., does not only reflect whether the
agreement arises mainly from being positive twice, or negative twice. The kappa coef-
ficient, k, provides a better method by extending the above concept of proportion agree-
ment to allow for some expected chance agreements. It can be shown that the expected
number of chance agreements corresponding to cell x; is ¢;r|/N and similarly for x,,,
c,1ro/N. Thus the expected proportion of chance agreements is

Cr, G,
Pchance :(11\]1+]2\’2)/N:(c1r1 +Czr2)N2' 4.2)

Table 4.8 Notation for repeated binary data, with two assessments
of the same N subjects

First assessment

Second assessment Positive Negative Total
Positive X1 X12 ry
Negative X1 X2o 7

Total C1 Cy N
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Table 4.9 Guideline values of k to indicate the strength of agreement

Agreement: Agreement:
K Landis & Koch K Hahn ef al.
<0.20 Poor/slight (< 0.40) Low (high error)
0.21-0.40 Fair
0.41-0.60 Moderate (0.40-0.74) Moderate or good (acceptable error)
0.61-0.80 Substantial
0.81-1.00 Almost perfect >0.74) High or excellent (minimal/no error)

Sources: Landis and Koch, 1977. Reproduced with permission of John Wiley & Sons, Inc; Hahn et al., 2007,
Table 1. Reproduced with permission of Elsevier.

The excess proportion of agreement above that expected is then (Pagree = Peance) Fur-
thermore, since the maximum proportion of agreements is 1 when x;;+ x,, = N, the maxi-
mum value of (Pagree = Perance) 18 (1= Peyance)- Hence we can scale the excess proportion
of agreement so that it has a maximum value of 1. This leads to the x index of agreement:

K= (pAgree = Pchance )/(1 = Pchance ) (4.3)

The value of « is equal to 1 if there is perfect agreement, and equals O if the agree-
ment is no better than chance. Negative values indicate an agreement that is even less
than what would be expected by chance. Interpretation of « is subjective, but Table 4.9
shows the frequently cited guideline values of Landis and Koch (1977), although later
authors such as Hahn et al. (2007) agree higher values are desirable.

Although x may seem intuitively appealing, it has been criticised. Misleading val-
ues are often obtained, mainly because « is affected by the degree of asymmetry or
imbalance in the table. The value of « is also influenced by the total percentage of
positives, and it is possible to obtain very different values of x even when the propor-
tion of agreement remains constant. Further, high agreement can occur even when « is
very low. Thus « is no substitute for inspecting the table of frequencies, and examining
whether the table appears to be symmetrical or whether there is a tendency for patients
to respond differently on the two occasions.

Example from the literature

The EQ-5D-Y was developed from the EQ-5D for measuring HRQOL in children
and adolescents from 8 years onwards. In addition to the VAS scale of the
EQ-5D, it comprises five items referring to mobility, self-care, usual activities,
pain and discomfort, and anxiety and depression. Each item has three levels
(no problems, some problems and a lot of problems). From a large international
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validation study, Ravens-Sieberer et al. (2010) report the test-retest reliability
for Italy and Spain, where a third of the study sample received the question-
naire again 7-10 days after the first examination.

Percentage of agreement is shown in Table 4.10, with « coefficients calcu-
lated after dichotomising the responses into ‘no problem” versus ‘any problems’
for each profile domain.

The percentage agreement was 69.8-93.8% for Italian youths, and in 86.2-
99.7% for Spanish. This reasonably high level of agreement was generally con-
firmed by the x coefficients. However, the authors noted that the high ceil-
ing effects caused some apparent non-confirmation of the results. In Italy,
no k coefficient could be computed for the self-care domain since all children
reported no problems in the retest. Similarly, the « coefficients in the mobility
dimension are of limited value since nearly all retest responses were in the ‘no
problems” category.

These results illustrate some of the problems in the interpretation of «.

Table 4.10 Test-retest « coefficients and percent agreement for the youth-version EQ-5D-Y

Ttaly (N = 415) Spain (N = 973)

K coefficient Agreement (%) K coefficient Agreement (%)
Mobility 0.222 91.5 -0.003* 99.4
(walking about)
Looking 0.000° 93.8 0.665* 99.7
after myself
Doing usual 0.352* 82.9 0.557* 97.5
activities
Having pain 0.350* 69.8 0.435* 86.2
or discomfort
Feeling worried, 0.549* 78.3 0.468* 87.4

sad or unhappy

*Significant at p <0.01.

2The responses in the retest are identical to the test.

Source: Ravens-Siberer et al., 2010, Table 3. CC-BY-NC (http://creativecommons.org/licenses/by-nc/2.0/
uk/). Reproduced commercially with kind permission from Springer Science+Business Media and the
authors.

Ordered categorical data: weighted «

QoL assessments frequently consist of ordered categorical response items that are
scored according to the level of response. For example, items from some instruments
are scored with g = 4 categories from 1 for ‘not at all’ through to 4 for ‘very much’.
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If we construct the g x g two-way table of frequencies analogous to Table 4.8, we

obtain
Pagee = (2% )/N and  py,. =(Drc) /N2, (4.4)

where the summation is from i = 1 to g. Equation (4.3) is then applied to give «.

However, these equations give equal importance to any disagreement. Although it is
possible to use this directly, it is generally more realistic to use a weighted form, Kyyjqp;-
This takes into account the degree of disagreement, such that a difference between
scores of 1 and 3 on the two occasions would be considered of greater importance
than the difference between 1 and 2. In terms of the table of frequencies, values along
the diagonal, corresponding to Xy, X5, X33 t0 X,,, represent perfect agreement. Values
that are off the diagonal in row i and column j are given scores or weights according
to their distance from the diagonal, which corresponds to their degree of discrepancy.
Two frequently used choices of weights are

. . . 2
w;=1- , or wijzl—[l_]j, 4.5)

where |i - j| is the absolute difference of i and j, which ignores the sign of the
difference. In equation (4.5), the first represents linear weighting, and the second is
quadratic weighting.

Example

Suppose an item has g = 4 possible response categories, with 1 for ‘not at all’,
2 for “a little’, 3 for ‘quite a bit" and 4 for ‘very much’. If the result of the first
assessment on a patient is 1, then for second assessment values of 1, 2, 3 or
4 respectively, the corresponding linear weights would be 1, 0.67, 0.33 and 0,
while the quadratic weights would be 1, 0.89, 0.56 and 0. For both weight-
ing schemes 1 indicates perfect agreement and 0 the maximum disagreement.
The quadratic weights place greater emphasis upon measurements that agree
closely.

Quadratic weights are generally considered preferable, and lead to:

8 & g8 &8 8 & )
w _ w _ _
pAgree - zwij'xij N’ Pchance = zwijr}cj - zzwijricj N ’
=1 j=I1 =l j= =1 j=I1

and hence

Kiesgie = (Phtree = Perance )] (1= Deance)- (4.6)
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Similar reservations apply to weighted kyy;,y, as to simple k. The value is highly
affected by the symmetry of the table, and by the proportion of patients in each
category. Also, the number of categories g affects ky;qp. Thus, for example, Kygign:
will usually be greater (and sometimes substantially so) if patients are evenly dis-
tributed over the range of values for QoL, and will be smaller if most patients have
extreme values, for example if most patients have very poor QoL. Thus it can be
difficult to know how to interpret or decide what are acceptable values of Kyigp,
as it is greatly affected by the weights, making the guideline values of Table 4.9
inapplicable. One use of k4, that does not depend upon guideline values is infer-
ence about the relative stability of different items: those items with largest x are
the most repeatable.

Despite these reservations, when analysing proportions or items, which have only a
few ordered categories, Kyy;q, 15 @ measure for assessing the agreement between two
items or between two repeats of an assessment. However, Fleiss and Cohen (1973)
showed that quadratic-weighted kg, is also equivalent to the intraclass correlation
coefficient described next, and we recommend the latter as being simpler to calculate
and interpret.

Example from the literature

Lemmens et al. (2013) adapted the Swal-Qol, a questionnaire for evaluating
the impact of dysphagia on quality of life, to an interview format suitable for
dysphagic patients with communicative and/or cognitive problems. Test-retest
reliability was assessed by administrating two identical Swal-Qol interviews
with the same interviewer. A two-week time interval was considered enough
time for patients not to remember their previous answers. The test-retest reli-
ability for each subscale and overall score was reported, with values of kyeign:
between 0.40 and 0.75 interpreted as good and those above 0.75 as excellent.
To compare the data with previous published studies, Spearman’s correlation
coefficients and the intraclass correlation coefficients (ICC) were also calcu-
lated (Table 4.11).

Lemmens et al. reported that weighted kappa was excellent (kyejgn: > 0.75)
for the overall score and seven subscales, and good for subscales ‘fear’
(Kueight = 0.675) and ‘fatigue” (kyeigne = 0.713).

It was not specified whether quadratic weighting was used. The interpreta-
tion criteria correspond to those of Hahn et al. in Table 4.9, and are frequently
used for kyeigne although as we have noted this is questionable. Lemmens et al.
additionally presented kg coefficients for two subgroups, one with only 16
patients; some statistical packages provide confidence intervals, and these can
aid the interpretation for small sample sizes.
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Table 4.11 Test-retest kg, coefficients for the Swal-Qol dysphagia questionnaire,
adapted for interviewing patients with communicative and/or cognitive problems; results of
testing 56 patients

Number Number of Spearman’s
Subscale of items patients Kyeight ~ correlation IcC
1. Burden 2 56 0.849 0.854 0.850
2. Eating duration and desire 5 54 0.822 0.828 0.817
3. Dysphagia symptoms 14 54 0.940 0.934 0.941
4. Food selection 2 53 0.823 0.834 0.818
5. Communication 2 56 0.786 0.777 0.789
6. Fear 4 53 0.675 0.715 0.678
7. Mental health 5 55 0.898 0.877 0.891
8. Social functioning 5 48 0.908 0.909 0.909
9. Fatigue and sleep 5 55 0.713 0.710 0.714
Overall score 44 48 0.953 0.951 0.952

Source: Lemmens et al., 2013, Table 2. CC BY 3.0 (https://creativecommons.org/licenses/by/3.0/).

Pearson’s correlation coefficient

The ordinary correlation coefficient, also called Pearson’s correlation, is described in
Section 5.3. Although it is often advocated as a measure of repeatability, this is to be
deprecated because correlation is a measure of association. Repeated measurements
may be highly correlated yet systematically different. For example, if patients consist-
ently score higher by exactly 10 points when a test is reapplied, there would be zero
agreement between the first and second assessments. Despite this, the correlation coef-
ficient would be 1, indicating perfect association. When one has continuous variables,
a more appropriate approach to the assessment of reliability is the intraclass correla-
tion coefficient (ICC).

Intraclass correlation coefficient (ICC)

For continuous data, the /CC measures the strength of agreement between repeated
measurements, by assessing the proportion of the total variance, ¢° (the square of
the SD), of an observation that is associated with the between-patient variability.
Thus,

0_2

1CC = —Traien 4.7
o’ +0? S

Patient Error
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If the ICC is large (close to 1), then the random error variability is low and
a high proportion of the variance in the observations is attributable to variation
between patients. The measurements are then described as having high reliability.
Conversely, if the ICC is low (close to 0), the random error variability dominates
and the measurements have low reliability. If the error variability is regarded as
‘noise’ and the true value of patients’ scores as the ‘signal’, the /CC measures the
signal/noise ratio.

The ICC can be estimated from an ANOVA. In brief, ANOVA partitions the total
variance into separate components, according to the source of the variability. A table
for ANOVA in which p patients repeat the same QoL assessment on r occasions can
be represented as in Table 4.12. Here, we have shown a two-way (repeats and patients)
random effects model, without interaction term; because several alternatives are possi-
ble, this has been described as a ‘case 2A’ model by McGraw and Wong (1996). Equa-
tion (4.7) describes the average consistency of the assessments when there is a single
repeat, and has been termed /CC(C,1) (McGraw and Wong, 1996) or ICC,sistency (de
Vet et al., 2006).

The error variability corresponding to equation (4.7) has been separated into two
components, and is now Géepeats +0,,,, . This leads to:

2

ICC — O-Patient , (4 8)

2 2 2
GPmient + o-Repeatx + GErmr

which includes a term for a random Repeats effect. Equation (4.8) is generally pre-
ferred over equation (4.7), and has been described as ICCygyeemen; (de Vet et al., 2006),
and for a single repeat corresponds to /CC(A,1) of McGraw and Wong (1996). Solving

Table 4.12 ANOVA table to estimate the intraclass correlation

Sum of Degrees of

Source squares freedom Mean squares Variances
B t t- t S 1 V _ SPatient _ 2 0_2
etween-pauents Patient P— Patient — 4 = Y0 patient t O Error
p—1
S
R Repeats
Repeats (Within Skepeats r-1 Repears = = PO Repears + O Error
patients)
S
_ Error
Error SError rp7r7p+1 VError - = GzErmr
—r—p+1

Total Storal rp-1
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the equations indicated in Table 4.12 for Gﬁa,,-em, Giepw,s and 02,,,,, gives the more
general form of the /CC for p patients and r repeated assessments:

ICC =

p (VPatient - VError)
pV,

Patient + rvRepeats + (p - r)VErmr ' (49)

ICC is a form of correlation, and in Section 5.3 we describe how confidence limits
may be calculated. It is the most commonly used method for assessing reliability
with continuous data, and is also sometimes used for ordered categorical data. A reli-
ability coefficient of at least 0.90 is often recommended if measurements are to be
used for evaluating individual patients (e.g. Nunnally and Bernstein, 1994; Kottner et
al., 2011), although most QoL instruments fail to attain such a demanding level. For
discriminating between groups of patients, as in a clinical trial, it is usually recom-
mended that the reliability should exceed 0.70. Thus Hahn et al. (2007) suggest that
values from 0.70 to 0.90 represent ‘moderate or good reliability (acceptable error)’ and
above 0.90 are ‘high or excellent (minimal or no error)’. The principal effect of using
measurements with a low reliability in a clinical trial is that there will be a dilution of
the between-treatments effect, and so the sample size will have to be increased accord-
ingly to compensate.

Example from the literature

Table 4.11 shows both the ICC values and kygy: coefficients that Lemmens
et al. (2013) reported. The ICC values are, as is to be expected, very similar to
those of kyeign: (Fleiss and Cohen, 1973). Although presented by Lemmens et al.
purely for comparison with other studies, it should be noted that Spearman’s
correlation coefficient, like Pearson’s, is less appropriate than ICC for measuring
agreement.

Study size for reliability studies depends upon both the minimum acceptable reli-
ability and the true reliability. For example, if it is desired to show that the reliability
is above 0.70 when the anticipated (true) reliability is 0.90, two measurements on 18
patients could suffice; but 118 patients are needed if the anticipated reliability is only
0.80 (Walter et al., 1998). Zou (2012) reviews the approaches to sample size estima-
tion, and presents equations for estimating the required sample size such that the CI is
likely to be within a specified width. We illustrate the results for an /CC based on two
assessments per patients, with a 95% CI, in Figure 4.1. From this figure, if the esti-
mated /CC is 0.8, then the anticipated width of the CI would be about 2 x 0.15 = 0.30
if N =40 and this width would reduce to about 0.16 if N = 120.Unless you are certain
that the /CC is high or excellent (> 0.9), we suggest a sample size of at least 80 patients
is usually desirable.
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Impact of sample size on Test-retest ICC
1.0

0.9

0.8

Intraclass correlation (/CC)

0.7
T T

T T
0.0 0.1 0.2
Average distance to lower limit of confidence interval

Figure 4.1 Sample size for two-observation ICCs, such as test-retest studies. The plot shows the
effect of sample size on the average distance to the lower limit of an (asymmetric) two-sided 95%
confidence interval. For example, with 80 patients on average the 95% CI for an /ICC of 0.8 will have
a lower limit of slightly above 0.7 (distance slightly less than 0.1).

Test-retest reliability

If a patient is in a stable condition, an instrument should yield repeatable and repro-
ducible results if it is used repeatedly on that patient. This is usually assessed using
a test—retest study, with patients who are thought to have stable disease and who are
not expected to experience changes due to treatment effects or toxicity. The patients
are asked to complete the same QoL questionnaire on several occasions. The level of
agreement between the occasions can be measured by the /CC, providing a measure
of the reliability of the instrument. It is important to select patients whose condition is
stable, and to choose carefully a between-assessment time gap that is neither too short
nor too long. Too short a period might allow subjects to recall their earlier responses,
and too long a period might allow a true change in the status of the subject. In diseases
such as cancer, where one might anticipate that most treatments would cause QoL
to vary over time in various ways, the requirement of stability often leads to patients
being studied either pre- or post-treatment.

Test-retest reliability is a critical aspect of measurement theory. Examples from
biology highlight the issues. Blood pressure has inherently poor test—retest reliabil-
ity and as a consequence multiple measurements are required, taken over a period of
time. Patients’ height has potentially good reliability provided staff are trained to fol-
low precise procedures to make the patients stand stretched and fully erect. Patients’
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weight has, for most applications, adequate reliability provided suitably sensitive, cali-
brated weighing scales are used so as to avoid measurement error.

Relative comparisons are straightforward. If two instruments address the same con-
struct then, provided all else is equal, the one exhibiting the better test—retest reliability
is the one to be preferred. More difficult is the interpretation of absolute values. The
range of acceptable values for test—retest reliability will depend upon the use to which
the QoL instrument will be put.

Although test—retest reliability is arguably the most important form of reliability
for QoL instruments, usually the /CC values will follow obvious patterns. Symptoms
and physical outcomes are likely to be highly consistent, and it is usually predictable
that reliability will be found to be highly satisfactory; rarely do developers of instru-
ments report surprising results. The more subjective items will generally show lower
reliability. Another factor is the target population. Instruments being developed for
assessing the very young or the very elderly may present particular problems in attain-
ing adequate reliability. The evaluation of patients with cognitive limitations, such as
Alzheimer’s disease, is especially challenging. Lack of test-retest reliability can be a
simple indication of measurement difficulties arising either from the items or scales
under investigation, or from the nature of the target population.

In particular situations, poor test-retest reliability may indicate a problem with the
construct definition. For example, consider the assessment of current pain. If the pain
scores exhibit poor reliability it could be indicative of intermittent pain, in which case
more appropriate alternatives are ‘pain on average’, or ‘worst pain over a period of time’.

Inter-rater reliability

Inter-rater reliability concerns the agreement between two raters. However, for QoL
purposes we are principally interested in the patient’s self-assessment. Many studies
have shown that observers such as healthcare staff and patients’ relatives make very
different assessments from the patients themselves. Therefore, for validation of a self-
administered QoL instrument, inter-rater reliability is usually of lesser concern than
test-retest reliability.

When instruments are to be interviewer-administered, inter-rater reliability becomes
critical. Although studies can assess inter-rater reliability using /CCs, frequently anal-
ysis of variance is used to explore the components of rater-to-rater variability and, for
example, the impact of the rater’s training and experience.

Since the patients are usually regarded as the best assessor of themselves, there may
be interest in determining whether observers are able to predict the patients’ scores.
This is particularly important when deciding whether to use proxies to assess QoL in
patients who are unwilling, too ill, too young or unable to complete questionnaires. In
this situation, absolute agreement between patient and proxy is not the issue of interest.
Instead, one is usually more interested in prediction or estimation, using techniques
such as regression analysis and regarding the patient’s self-assessment as the criterion
(Section 4.3 discusses other aspects of criterion validity). For these studies it may be
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necessary to restrict recruitment to patients who have good cognitive functioning, and
the implication is that it is hoped that the results so obtained are equally applicable to
lower-functioning subjects. If the proxy is a spouse or partner, there is by definition
only a single possible assessor. However, when there are multiple potential observers
(such as clinical staff), inter-rater reliability is again crucial.

More complex designs are possible. For example, a study of the inter-rater reliabil-
ity of proxies for patients with Alzheimer’s disease might enrol one or more experts to
provide a criterion rating, and use analysis of variance to compare the expert ratings
against the scores from inexperienced nursing staff.

Example from the literature

Huntington’s disease (HD) is a fatal, neurodegenerative disease for which there
is no known cure. Proxy evaluation is sometimes necessary as HD can limit
the ability of persons to report their HRQoL. Hocaoglu et al. (2012) explored
patient-proxy ratings of persons at various stages of HD, and examined factors
that may affect proxy ratings. A total of 105 patient-proxy pairs completed the
Huntington’s disease health-related quality of life questionnaire (HDQolL). Table
4.13 shows the patient-proxy ICC values and 95% CIs for the total sample and
divided by HD severity grades.

The authors specified the type of ICC that they used: “Intraclass correla-
tion coefficients with a one-way random effects model and their respective
confidence intervals were calculated to quantify correlation between self and
proxy scores”.

Table 4.13 Agreement between proxy assessment and patient self-rating using the
HDQolL disease-specific Huntington’s disease health-related quality of life questionnaire on
105 patients

Whole sample Early HD Moderate HD Advanced HD
(N = 105) (N = 36) (N =18) (N = 50)

HDQoL Icc (95% CI) ICC  (95% CI)  ICC (95% CI)  ICC  (95% C(I)
Specific scales

Cognitive 0.79  (0.71-0.85) 0.78 (0.61-0.88) —0.03 (~0.47-0.42) 0.61 (0.40-0.76)
Hopes and worries  0.74  (0.63-0.81) 0.83 (0.69-0.91) 0.49 (0.05-0.77) 0.77 (0.63-0.86)
Services 0.71 (0.60-0.79) 0.76 (0.58-0.87) 0.48 (0.04-0.76) 0.74 (0.59-0.85)
::':z;fjr:aal"d 0.88 (0.84-0.92) 0.87 (0.77-0.93) 0.24 (~0.23-0.63) 0.81 (0.69-0.89)
Mood state 0.73 (0.63-0.81) 0.56 (0.29-0.75) 0.46 (0.02-0.76) 0.76 (0.61-0.85)
Self and vitality 0.75 (0.65-0.82) 0.63 (0.39-0.79) 0.65 (—0.28-0.85) 0.59 (0.37-0.74)
Summary scale 0.85 (0.79-0.90) 0.81 (0.65-0.90) 0.37 (~0.09-0.70) 0.81 (0.69-0.89)

HD, Huntington's disease; ICC, intraclass correlation coefficient; CI, confidence interval;
HDQoL, Huntington’s disease health-related quality of life questionnaire.
Source: Hocaoglu et al., 2012, Table 3. CC BY 4.0 (http://creativecommons.org/licenses/by/4.0/).
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It can be seen in Table 4.13 that for the whole sample the 95% (I is reason-
ably narrow, especially when the ICC is high - for example, when ICC = 0.88 the
(I is (0.84-0.92), a width of 0.08; the (I is much wider when the ICC is 0.71.
However, there are only 18 patients classified as having moderate levels of HD,
and the (Is are then so wide that the results are uninterpretable.

Hocaoglu et al. noted that in both the early and advanced groups the objec-
tive, observable scale Physical and Functional produced the highest ICC values,
as previously observed by other investigators. Even the more subjective scales
such as Hopes and Worries or Mood State yielded ‘substantial” ICCs. It was sug-
gested that this may reflect the fact that proxies were long-term companions
or close family members who typically show better agreement than unrelated
healthcare providers. It was concluded that the HDQoL showed good patient-
proxy agreement, not only with early HD patients who could validly assess their
own HRQolL, but also with Advanced HD patients who usually have physical or
cognitive barriers to self-reporting.

Equivalent-forms reliability

Equivalent-forms reliability concerns the agreement between scores when using two
or more instruments that are designed to measure the same attribute. For example, in
principle a new QoL instrument could be compared against a well-established one
or against a lengthier one. However, as with inter-rater reliability, agreement is often
of lesser concern than is prediction; one of the instruments is usually regarded as the
standard against which the other is being assessed, and linear regression analysis is
more informative than a simple measure of agreement. It is less common to have two

Example from the literature

Gorecki et al. (2013) developed the PU-QOL instrument for assessing PROs for
patients with pressure ulcers, and as part of the validation carried out an inter-
national field test on 229 patients with pressure ulcers. The sample size cal-
culations were based on having sufficient participants to estimate test-retest
reliability correlations at levels expected in test-retest situations (e.g. r > 0.80)
with reasonable precision (95% CI width of 0.2). Table 4.14 shows the test-
retest ICCs and the internal consistency.

The authors followed current practice (Kottner et al., 2011) in specifying the
types of ICC used ~ both ICCxgreement aNd ICCconsistency- They also provided Pearson’s
correlations. As is frequently the case, these three measures were closely similar
to each other.
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Table 4.14 Test-retest intraclass correlations and internal consistency of the PU-QOL
instrument for patients with pressure ulcers, tested on 229 patients

Internal consistency Test-retest reproducibility
Scale (no. of items) Cronbach’s alpha ICC consistency ICC absolute Correlation®
Pain (8) 0.89 0.80 0.81 0.80
Exudate (8) 0.91 0.62 0.63 0.62
Odour (6) 0.97 0.68 0.68 0.70
Sleep (6) 0.92 0.82 0.82 0.82
Vitality (6) 0.90 0.74 0.74 0.74
Movement/Mobility (9) 0.93 0.87 0.86 0.88
ADL (8) 0.95 0.87 0.87 0.87
Emotional 0.94 0.83 0.82 0.83
well-being (15)
Appearance & 0.89 0.81 0.81 0.81
self-consciousness (7)
Participation (9) 0.93 0.63 0.64 0.63

aPearson correlation.
Source: Gorecki et al., 2013, Table 5. CC BY 2.0 (http://creativecommons.org/licenses/by/2.0).

instruments that are believed to be equivalent to each other in QoL research than in
areas such as education, where examination questionnaires often aim to use differ-
ent, but equivalent, test items. When appropriate, the same methods as for test-retest
reliability may be used. Ways of analysing method comparison studies are discussed
by Bland and Altman (1986).

4.7 Sensitivity and responsiveness

Two closely related properties to repeatability are sensitivity and responsiveness.
Sensitivity is the ability to detect differences between groups, for example between
two treatment groups in a randomised clinical trial or between groups of patients
with mild disease and those with more severe disease. Responsiveness is the abil-
ity of a scale to detect changes. An instrument should not only be reliable, yield-
ing reproducible results when a patient’s condition is stable and unchanged, but
in addition it should respond to relevant changes in a patient’s condition. If dis-
ease progression causes deterioration in a patient’s overall QoL, we would expect
the measurements from a QoL instrument to respond accordingly. In addition,
the measurement instrument should be sufficiently responsive to detect relevant
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changes when the condition of the patient is known to have altered. Similarly, if two
groups of patients differ in their QoL, an instrument should be sufficiently sensitive
to detect that change.

Both sensitivity and responsiveness are crucially important for any measurement,
and a QoL instrument that lacks these properties will be less able to detect important
changes in patients. Depending upon the intended application, sometimes one property
is more important than the other. An evaluative QoL instrument intended for monitor-
ing patients should be responsive to changes. A discriminative instrument aimed at
diagnosing individual patients will have to be more sensitive than one that is intended
for detecting differences between groups of patients in clinical trials. However, if a
QoL measurement can be shown to be sensitive to specific changes, it is presumably
also responsive to the condition causing those changes.

Sensitivity can be assessed by cross-sectional studies, but responsiveness is evalu-
ated by longitudinal assessment of patients in whom a change is expected to occur.
Disease-specific scales, being more focused and tailored towards problems of par-
ticular importance to the target group of patients, are generally more responsive than
generic health status measures.

The most widely used measures of sensitivity and responsiveness are the standard-
ised response mean (SRM) and the effect size (ES), which are also used for indicating
clinical significance. Briefly, the SRM is the ratio of the mean change to the SD of that
change, and the ES is the ratio of the mean change to the SD of the initial measurement
(Table 4.15). Thus ES ignores the variation in the change, while SRM is more similar to
the paired r-test (except that the #-test uses the standard error, SE, rather than the SD).
The SRM is more frequently used than ES.

Table 4.15 Summary of measures of sensitivity and responsiveness, for two measurements x; and
X, with corresponding means X, X,

Measure Equation Denominator

Effect size (ES) ()_62 =X, ) / SD(x,) SD of baseline (x)

Standardised response mean ()_62 - X, / SD(x, —x,) SD of change

(SRM)

Paired z-statistic (fpyireq) ()_62 - X ) / SE(x, —x,) SE of change

Responsiveness statistic ()_cz - X, )Changed / SD(Xy = X,) v SDvof change, in stable
patients

Relative change ()_Cz - X ) / X, Mean at baseline

Relative efficiency, RE of two Ratio of the squares of the 7p,;,,, statistics
scales (Relative validity, RV) for the two scales = ratio of the two SRM
statistics
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Another approach is to argue that the most sensitive scale is the one most likely to
result in statistically significant differences between groups of patients, and thus the
scale with the largest #-statistic is the most sensitive. Therefore, when comparing two
scales or items, the ratio of the two z-statistics could be a suitable measure. However,
in practice, squared ¢-statistics are more often used when calculating the ratios, giving
the widely used measure that is called relative efficiency (RE) or relative validity (RV).
When comparing more than two scales, it is recommended to use the largest of the
squared 7-statistics as the denominator when calculating the ratios, resulting in all coef-
ficients being between 0 (weakest) and 1 (strongest), as illustrated in Table 4.16 (where
RE is based on the ratio of two F-statistics, as described below). This amounts to defin-
ing the most sensitive scale as the baseline. Some papers use the smallest value for the
denominator, but it should be noted that this value will be unstable if it is small (or
if the #-statistic used in the denominator is not significant); this uncertainty is readily
shown by wide confidence intervals, which will be asymmetric and are most easily
calculated using the ‘bootstrap’ methods that are available in many statistical packages
(Deng et al., 2013).

All of the above methods are based upon means and SDs, with an implicit assump-
tion that the data follow a Normal distribution. Many QoL scales have a non-Normal
distribution, in which case medians and interquartile ranges may replace means and
SDs. Unfortunately, little work has been carried out into this subject. It should also
be noted that some scales are not only non-Normal but may also suffer from ceiling
effects, in which a large number of patients place responses in the maximum category.
This can compromise sensitivity and responsiveness.

Although Table 4.15 summarises the principal measures that may be encountered
in the literature, there is controversy as to which is the best measure to use and a
number of other alternatives have been proposed. As Wright and Young (1997) con-
clude when comparing five indices for their ability to rank responsiveness of differ-
ent instruments: ‘Given that the indices provide different rank ordering, the preferred
index is unclear.’

When there are more than two groups or more than two measurements only the RE
can be readily generalised. Just as the #-test is replaced by an F-test in ANOVA when
comparing more than two means, so we can base the RE upon the ratio of two F-sta-
tistics when there are more than two groups. In the case of two groups, the F-statistic
is identical to the squared #-statistic, and so these approaches are consistent with one
another.

Sensitivity

Sensitivity is one of the most important attributes of an instrument. The usefulness
of a measure is dependent upon its ability to detect clinically relevant differences. In
clinical trials, therefore, sensitivity should be sufficient to detect differences of the
order of magnitude that might occur between the treatment groups. The level of sen-
sitivity that is adequate depends upon the intended application of the instrument. An
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instrument should be capable of distinguishing the differences of interest, using real-
istically sized study groups. The more sensitive an instrument, the smaller the sample
size that is necessary to detect relevant differences.

Usually, but by no means always, sensitive measurements will be reliable. This
follows because reliability is usually a prerequisite for sensitivity. An unreliable meas-
urement is one that has large background noise, and this will obscure the detection
of any group differences that may be present. The converse need not apply: reliable
measurements may lack sensitivity. For example, responses to the four-point single
item ‘Do you have pain? (None, a little, quite a bit, very much)’ may be highly reliable
in the sense that repeated responses by stable patients are very consistent. However,
such a question may be unable to detect small yet clinically important differences
in pain levels unless there are large numbers of patients in each treatment group. To
take an extreme situation, all patients in both groups could respond ‘quite a bit’, with
100% reliability, and yet the patients in one group might have more pain than the other
group. The pain scale would have zero sensitivity but perfect reliability. This example
also serves to illustrate that floor and ceiling effects may be crucial. If most patients
have very poor QoL and respond with the maximum, or ‘ceiling’ value, or with the
minimum, or ‘floor’ value, the scale will not be sensitive and will not be capable of
discriminating between different treatment groups.

Sensitivity is usually assessed by cross-sectional comparison of groups of patients
in which there are expected to be QoL differences. Thus it is in practice closely related
to known-groups validity. The main distinction is that with known-groups validity we
are concerned with confirming that anticipated differences are present between groups
of patients. Sensitivity analyses, on the other hand, aim to show that a reasonable-
sized sample will suffice for the detection of differences of the magnitude that may
exist between treatments (or other subdivisions of interest), and which are clinically
relevant.

If the anticipated effects can be detected by a statistical significance test on the
resulting data, this is often taken to be an indication of adequate sensitivity. However,
it should be noted that statistical significance of group differences is also influenced
by the selection of the patient sample. For example, a validation study might select a
group of very ill patients to compare against patients who are disease-free. Then we
know that there are undoubtedly group differences in QoL, and a significance test is of
little practical interest. If the differences are large enough, a p-value of less than 0.0001
merely indicates that the sample size is also large enough to reject the possibility that
the difference is zero. A sensitive instrument should be able to detect small differences,
in modest-sized studies.

On the one hand, we want to be confident that the groups in the sensitivity study
really do differ but, on the other hand, we do not want to select groups that are known
to have unusually large differences. For this reason, sensitivity studies that evaluate a
new instrument should report a variety of comparisons, covering a range of situations
that are typical of the areas of intended future application of the instrument.

It is perhaps easier to interpret the measures of sensitivity (and responsiveness)
in terms of relative rather than absolute values. Different scales or instruments can
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Example from the literature

Deng et al. (2013) compare the SF-12, a generic instrument, against two
disease-specific instruments for chronic kidney disease (CKD), the QDIS-CKD
quality-of-life disease impact scale for chronic kidney disease and the KDQOL
kidney disease quality-of-life questionnaire. Table 4.16 shows the mean scores
for 453 patients with chronic kidney disease, divided according to dialysis, pre-
dialysis stage 3-5 and transplant. ANOVA was used, obtaining the F-ratios and
RE values that are shown. The QDIS-CKD CAT-5 scale is chosen as the reference
measure because it has the largest F-statistic, and the RE values are calculated
using this as the denominator. As might be anticipated, PROs from the disease-
specific instruments had the highest RE values.

Table 4.16 Sensitivity of PRO measures from two disease-specific instruments and
the SF-12, for 453 patients with chronic kidney disease (CKD): mean scores, ANOVA
F-statistics and RE

Pre-dialysis,
Dialysis ~ stage 3-5  Transplant
PRO measure (N=206)  (N=113) (N=134) F-statistic RE 95% (I*
CKD-specific
QDIS-CKD
CAT-5 39.83 16.19 19.25 57.43** 1 —
(Reference group)
Static-6 39.18 16.86 19.60 50.15** 0.87 (0.72-1.03)
Static-34 35.93 14.90 18.71 48.01** 0.84 (0.71-0.97)
KDQoL
Burden 48.83 76.62 68.21 44.46** 0.77 (0.53-1.09)
Symptoms 71.95 80.58 80.03 15.11**  0.26 (0.13-0.44)
Effects 63.41 84.38 77.86 43.95** 0.77 (0.52-1.10)
Generic
SF-12
PF 37.06 45.38 44.88 31.12** 0.54 (0.32-0.85)
RP 38.00 45.12 45.83 34.12** 0.59 (0.38-0.89)
BP 43.19 46.71 47.10 5.84** 0.10 (0.02-0.22)
GH 39.08 41.99 43.71 7.79** 0.14 (0.04-0.28)
VT 45.72 46.40 48.35 3.04* 0.05 (0.00-0.15)
SF 42.75 47.81 47.83 11.02** 0.19 (0.07-0.34)
RE 44.59 48.39 48.39 7.01** 0.12 (0.03-0.25)
PCS 36.60 43.49 44.08 26.61** 0.46 (0.27-0.74)
mcsP 49.74 50.42 50855 0.32 — —
MHP 49.85 50.71 50.31 0.26 — —

*Significant at the 0.05 level; **Significant at the 0.01 level.
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ANOVA, analysis of variance; RE, relative efficiency; CKD, chronic kidney disease; QDIS-CKD, quality-of-
life disease impact scale for chronic kidney disease; KDQOL, kidney disease quality-of-life; SF-12, Short
Form 12; PF, physical functioning; RP, role physical; BP, bodily pain; GH, general health; VT, vitality;
SF, social functioning; RE, role emotional; PCS, physical component summary; MCS, mental component
summary; MH, mental health.

aThe 95% confidence interval of the RE was derived from the original data using the bootstrap BCa
method.

bThe F-statistics for SF-12 MCS and MH are small and non-significant (p-values of 0.73 and 0.77
separately), therefore their REs were not computed and are excluded from significance test.

Source: Deng et al., 2013, Table 1. CC BY 2.0 (http://creativecommons.org/licenses/by/2.0).

The authors describe the calculation of confidence intervals from com-
puter-intensive ‘bootstrap’ simulations, and comment that they “suspect that
most studies, without constructing a confidence interval for the RE estimate,
over-interpreted the observed differences in the REs with small-denominator
F-statistics”.

then be compared to determine which is the most sensitive. The RE provides a suit-
able comparative measure. Another advantage of the comparative approach is that it
largely overcomes the criticism that measures of sensitivity are affected by the choice
of patient sample and the actual group differences that are present. Thus the magnitude
of the specific difference no longer matters; the most sensitive of the concurrently
applied instruments is the one with the largest RE.

Thus we can compare the different instruments or scales, and identify the ones with
the highest sensitivity. The most sensitive ones will usually be the preferred scales for
detecting differences between treatments, provided they are also thought to be clini-
cally sensible and providing comprehensive coverage.

Responsiveness

Responsiveness is another important feature that is a requirement for any useful scale.
It is closely related to sensitivity, but relates to changes within patients. In particular, if
a patient’s health status changes over time can the instrument detect the changes? An
instrument may be of limited applicability if it is not responsive to individual-patient
changes over time. Responsiveness can also be regarded as providing additional evi-
dence of validity of an instrument, since it confirms that the anticipated responses occur
when the patient’s status changes. A highly sensitive scale will usually also be highly
responsive. An unreliable measurement (low test-retest /CC) will not be very responsive.

If the repeated measurements are highly correlated, as is frequently the case when
assessing responsiveness, ES will be smaller than SRM. The SRM, on the other hand, is
efficient for detecting change, which is why it is more closely related to the z-statistic
and ANOVA. In line with most authors, we recommend using SRM in preference to ES
when assessing responsiveness.
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Sample size will in part depend on the degree of change that occurs. If a patient
goes from a very severe state of poor health and high symptomatology to a complete
cure, a small sample will suffice to detect this; if the changes are more subtle, a
larger sample will be necessary. Many PRO instruments are developed for applica-
tion in clinical trials, and it is common for responsiveness studies to evaluate change
scores comparing on-treatment to off-treatment assessments. Stable estimates of
responsiveness over two time points requires a sample size of at least 50 (King and
Dobson, 2000).

Example from the literature

Homma et al. (2011) compared the responsiveness of the Overactive Bladder
Symptom Score (OABSS) and a bladder diary when assessing symptoms of over-
active bladder (0AB) in 79 Japanese patients. Patients were assessed before
treatment (baseline) and at 12 weeks, after treatment with an antimuscarinic
agent (Table 4.17). All changes from baseline were statistically significant with
p-values uniformly < 0.001, and so the p-values do not aid identification of
the most responsive items. Instead, the authors appropriately provide the ES
and SRM values, and the most responsive OABSS items are ‘urgency” and ‘total
score’. All of the ESs for the OABSS, except daytime frequency, were larger than
those of the corresponding diary variables. Daytime frequency had almost the
same values between the assessment tools (0.64 for the bladder diary and 0.60
for the OABSS). The authors’ concluded that “OABSS can be an alternative to
a bladder diary for symptom and efficacy assessment in daily clinical practice”.

Table 4.17 Responsiveness of the Overactive Bladder Symptom Score (OABSS) instrument
and a bladder diary, in 79 patients with overactive bladders

Assessment Item Baseline 12 Weeks Change  p-value ES SRM

OABSS (score)

Daytime frequency 1.0 (0.5) 0.7 (0.5) 0.3 (0.6) <0.001 0.60 0.50
Night-time frequency 2.2 (0.8) 1.8 (0.9) 0.4 (0.7) <0.001 0.50 0.57
Urgency 3.4 (1.0) 1.4 (1.3) 2.0 (1.3) <0.001 2.00 1.54
Urgency incontinence 1.9 (1.6) 0.6 (1.0) 1.3 (1.4) <0.001 0.81 0.92
Total score 8.5 (2.6) 4.5 (2.6) 4.0 (2.6) <0.001 1.54 1.57

Bladder diary (episode per day)

Daytime frequency 9.0 (2.8) 7.2 (1.9) 1.8 (2.3) <0.001 0.64 0.78
Night-time frequency 2.2 (1.4) 1.7 (1.1) 0.5 (1.0) <0.001 0.36 0.50
Urgency 2.7 (2.4) 0.6 (0.9) 2.2 (2.2) <0.001 0.92 1.00
Urgency incontinence 1.1 (1.8) 0.2 (0.7) 0.9 (1.6) <0.001 0.50 0.56
Mean voided volume (mL) 155.1 (62.8) 184.4 (84.9) 29.1 (52.0) <0.001 0.46 0.56

Values are mean (standard deviation). p-values were derived by Wilcoxon's signed-rank sum test.
Source: Homma et al., 2011. Reproduced with permission of Elsevier.
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4.8 Conclusions

This chapter has shown a variety of methods for examining the validity of measure-
ment scores, to confirm that the scores appear to be consistent with their intended
purpose. We also examined the assessment of the repeatability reliability, to ensure
that the measurements appear to give consistent and repeatable results when applied to
patients who are believed to be in a stable state. Finally, we showed ways of establish-
ing that the scores are sufficiently sensitive or responsive to be able to detect differ-
ences between treatments or patients.

Sensitivity and responsiveness are amongst the most important attributes of a scale,
because a non-sensitive scale is of little use for most practical applications. Further-
more, if a scale possesses face validity and is sensitive to the anticipated changes, it
is likely to be measuring either the intended construct or something closely similar.
However, a counter argument is that since many aspects of QoL are inter-correlated,
sensitivity alone is not sufficient as confirmation of construct validity. If one dimension
of QoL shows high sensitivity, it is likely that other scales correlated with this dimen-
sion will also show at least some degree of apparent sensitivity. Therefore, it is also
important to consider other aspects of construct validity.

4.9 Further reading

There are many variations of the /CC, often — but not always — resulting in broadly
similar values for the estimated coefficients. A distinction can be made between /CC
for agreement or for consistency. It can also be shown that there are links between
ICC and standard error of measurement, both being derived from analysis of vari-
ance. A taxonomy of six variants is provided by Shrout and Fleiss (1979), extended
to 10 by McGraw and Wong (1996), and further reviewed by Weir (2005). Kottner et
al. (2011) offer guidelines for reporting of ICC, reliability and agreement. Similarly,
many interpretations of responsiveness (and sensitivity) exist, as described by Terwee
et al. (2003) and Husted et al. (2000).

Kraemer et al. (2002) provide a useful review of the use and abuse of x-coefficients,
and discuss applications of the various versions.



Multi-item scales

Summary

In this chapter, we consider methods that are specific to multi-item scales. We examine
ways of exploring relationships amongst the constituent items of a multi-item scale,
and between the individual items and the scale to which they are hypothesised as
belonging to. Most of these methods rely upon the examination of correlations. Do
the items in a multi-item scale correlate strongly with each other? Do they correlate
weakly with items from other scales? Do items correlate with the score of their own
scale? Cronbach’s o, multitrait-scaling analysis and factor analysis are three of the
most frequently used methods for exploring these correlations.

5.1 Introduction

Many instruments contain one or more multi-item scales. For example, the HADS was
designed with the intention that there would be anxiety and depression scales. Sum-
mary scores can be calculated for both scales. One of the reasons for using multiple
items in a scale is that the reliability of the scale score should be higher than for a sin-
gle item. For example, each of the seven items for anxiety in the HADS is assumed to
reflect the same overall ‘true’ anxiety score. Thus although individual measurements
are imprecise and subject to random fluctuations, an average of several measurements
should provide a more reliable estimate with smaller random variability. Therefore,
each item in a multi-item scale should contribute to an increase in reliability — but does
it? We describe methods of assessing internal consistency, or reliability for multi-item
scales. There is also the related assumption that the items in a scale reflect a single
latent variable. We discuss how this unidimensionality can be examined.

Other aspects of validation can be explored when there are several multi-item scales
in an instrument. The investigator should have a hypothetical model in mind when
developing such instruments, and should be aware of the plausible relationships between
the constructs and the items comprising them. Usually, items within any one scale should
be highly correlated with each other (convergent validity), but only weakly correlated
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with items from other scales (discriminant validity). These principles, which are part of
construct validity as discussed in Section 4.4, apply also to items within a scale.

One important reason for constructing multi-item scales, as opposed to single-item
measurements, is that the nature of the multiple items permits us to validate the con-
sistency of the scales. For example, if all the items that belong to one multi-item scale
are expected to be correlated and behave in a similar manner to each other, rogue items
that do not reflect the investigator’s intended construct can be detected. With single
items, validation possibilities are far more restricted.

The methods of this chapter rely heavily upon the analysis of item-to-item correla-
tions, and thus apply to Likert and other scales for which the theory of parallel tests
applies. Clinimetric and formative scales containing causal variables follow different
rules. These scales are discussed at the end of this chapter.

5.2 Significance tests

In statistical analyses we are frequently estimating values such as the mean value for
a group of patients, the mean difference between two groups, or the degree of correla-
tion (association) between two measurements. These estimates are invariably based upon
patients in a study — that is, patients in a sample — and so the measurements observed and
the estimated values calculated from them will vary from study to study. We might, for
example, have carried out a randomised clinical trial (RCT) to compare two treatments,
and wish to determine whether the observed difference in response rates is large enough
for us to conclude that there is definitely a treatment effect. The problem is, of course, that
if another investigator replicates the study they are bound to obtain somewhat different
values for the treatment response rates since they will be dealing with a different sample
of patients. Consequently, they may well obtain a very different value for the mean differ-
ence. Thus, if we have observed a fairly small difference in our study, there would not be
very strong weight of evidence for claiming that we have definitely demonstrated that the
treatments differ; it is quite possible that future trials could show that our findings were
due to chance and not a treatment effect at all. The role of a statistical significance test is
to quantify the weight of evidence, and we do so by calculating the probability that we
could have observed at least as large a difference as that in our study purely by chance.

One problem is that even if the two treatments have identical clinical effect, we may
well observe an apparent difference in our particular sample of patients. Furthermore,
it is impossible to prove statistically that two treatments do have an identical effect;
there is always a possibility that if measurements are taken more precisely, or if a
larger number of patients are recruited, a difference (possibly very small) will eventu-
ally be detected. Hence it is convenient to start by assuming a null hypothesis of ‘no
difference’ between the treatments, and we assess the observed data to decide whether
there is sufficient evidence to reject the null hypothesis. If there is not, we continue to
accept the null hypothesis as still remaining plausible. This procedure is in fact very
similar to international law: we assume innocence (null hypothesis) unless there is suf-
ficient weight of evidence to ascribe guilt (rejection of the null hypothesis).
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The formal method that we use to weigh the evidence is a statistical significance
test. This calculates the probability, or p-value, that we could have observed such
extreme results even if the null hypothesis were true. If the p-value is very small, we
conclude that there is very little chance of having obtained such extreme results simply
because of patient-to-patient variability, and thus we would reject the null hypothesis
as being fairly implausible. In practice, most investigators take a p-value of 0.05 or less
(that is, a chance of 5 in 100, or 5%) as implying that the results are unlikely to be due
to chance, and therefore reject the null hypothesis. A p-value less than 0.01 (that is, 1 in
100 or 1%) indicates far more convincing evidence, and many would regard p < 0.001
as fairly conclusive evidence. However, it is important to recognise that out of all the
many studies published each year where investigators claim ‘significant difference,
p < 0.05°, about 5% of publications will have reached this conclusion despite there
being no treatment effect. This is because a p-value < 0.05 simply means that roughly
5% of studies might have observed such extreme data purely by chance.

Standard statistical books such as Campbell et al. (2007) or Altman (1991) provide
extensive details of significance testing, and show how to calculate p-values for a vari-
ety of situations. Briefly, many tests take the form of

= EStll’l:late , (5 1 )
SE(Estimate)

where ‘Estimate’ is, for example, the mean difference between treatments. SE is the
standard error, or variability of the ‘Estimate’, that arises from the patient-to-patient
variations. For many situations the calculated statistic, z, can be shown to be of one of
the forms tabulated in the Appendix Tables T1 to T5. The most common of these is the
Normal distribution (Tables T1 and T2), and from Table T1 we see that a value of 1.96
corresponds to p = 0.05. Thus, if the value of z is greater than 1.96, we could ‘reject the
null hypothesis with p < 0.05’.

5.3 Correlations

The methods described in this chapter make extensive use of correlations, both item-
to-item and item-to-scale. For more extensive details about the use and misuse of cor-
relations, readers are referred to Campbell ef al. (2007).

Correlation coefficients are a measure of the degree of association between two con-
tinuous variables. The most common form of correlation is called Pearson’s r, or the
product-moment correlation coefficient. If there are n observations with two variables
x; and y; (where i ranges from 1 to n),

o 25D -Y)
-5y 0, -5

(5.2)
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where X and y are the mean values of x and y. The equation is symmetric, and so it
does not matter which variable is x and which y. Pearson’s » measures the scatter of
the observations around a straight line representing trend; the greater the scatter, the
lower the correlation.

The values of r lie between —1 and +1. For uncorrelated points » = 0, indicating no
association between x and y. A value of r = +1 indicates perfect correlation with all
points lying on a straight line from bottom left to top right, that is, positive slope. Simi-
larly, r =—1 for points on a straight line with negative slope.

Range of variables

Many validation studies aim to include a heterogeneous group of patients with a variety
of disease states and stages. However, correlations are greatly affected by the range of the
variables. A homogeneous group of patients will have similar symptomatology to each
other, and the ranges of their scores for PRO items and scales may be less than those from
a more heterogeneous group. Consequently, item correlations for a homogeneous group
of patients will usually be much less than for a more heterogeneous group. Thus increas-
ing sample heterogeneity is an easy way to ‘buy’ higher correlations, but does not imply
that the questions on the instrument are in any way more highly valid. Because of this,
claims of high validity based upon correlations can be misleading, and may reflect merely
sample heterogeneity; it is difficult to know what interpretation to place on the magnitude
of the correlations. For instrument validation purposes, it is often easier to compare and
contrast the relative magnitude of various correlations from within a single study than to
interpret the absolute magnitude of correlations. Thus we emphasise such comparisons
as whether an item correlates more highly with its own scale than with other scales. It
remains appropriate to seek heterogeneous samples of patients for these comparisons.

Significance tests

The null hypothesis of no association between x and y implies that there is truly zero
correlation (r = 0) between them. The significance test compares the quantity

r

1= (5.3)

JA=7r)/(n-2)

against a ¢-distribution with n — 2 degrees of freedom (df).

In many contexts we know, a priori, that two variables are correlated. In such a
situation it is of little practical interest to test a null hypothesis of r = 0, since that
hypothesis is already known to be implausible. If a significance test is carried out and
the result obtained happens to be ‘not significant’, all we can say is that the sample size
was too small. Conversely, if the sample size is adequate, the correlation coefficient
will always differ significantly from zero. Thus a significance test for » = 0 should be
carried out only when it is sensible to test whether r does indeed differ from zero.
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Confidence intervals

Instead of significance tests, it is usually far more informative to estimate the confi-
dence interval (CI). Although r itself does not have a Normal distribution, there is a
simple transformation that can convert r to a variable Z that does. Writing log, for the
logarithmic function, this transformation is

Z:llog 1+r' 54)
2 T\ 1-r

Furthermore, it can be shown that, for a sample size of n, the standard error of Z is
given by

SE(Z)= (5.5

1
Jn-3
These equations assume that n is reasonably large — in practice, more than 50
observations.

Example

One correlation given by Silveira et al. (2010) and illustrated in Table 4.6 is
r=0.63 for the association between emotional functioning (QLQ-C30) and emo-
tional well-being (FACT-G). Their sample size was n = 102 and so

7="Llog, 19631 4 7414, and SE(Z) = ———— = 0.1005.
2 >(1-0.63 J102-3

The (I for Z is

Zyer =0.7414 —(1.96 X 0.1005) = 0.5444, tc

lower

Z, .. =0.7414 +(1.96 X 0.1005) = 0.9384.

upper

Therefore the 95% (I for r itself is
Tower = (€XP(2 % 0.5444) —1) / (exp(2 x 0.5444) + 1) = 0.50, to

ro. =(exp(2x0.9384)—1) / (exp(2x0.9384)+1) =0.73

upper

Hence we would expect that the true value of ris likely to lie between 0.50
and 0.73.
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A CI for Z can then be calculated as for any data that follow a Normal distribution.
For example, a 95% CI is

V4 (5.6)

lower

=7Z-1.96x

,tZ, . =Z+196%

1 1
Finally, Z;,,,., and Z,,,.. can be converted back to obtain the CI for r itself, using

r}(lwer = (exp(2 X Zlawer) - 1) /(exp(z X Zlawer) + 1)’ (57)

where exp is the exponential function, and with a similar expression for r,,,,,,.

Significance test to compare two correlations

We can also use the Z-transformation and equations (5.4) and (5.5) for an approximate
comparison of two correlation coefficients (r; and r,) from two samples each of size n.
The correlations r; and r, are converted to Z; and Z,, and we calculate the difference of
Z, - Z, (ignore the negative sign if Z, > Z;). The standard error of this difference Z; — Z, is

SE(Z,-Z,)= /i (5.8)
n-3

The difference Z, — Z, would be statistically significant (p < 0.05) if

e ST (5.9)
SE(Z, -Z7,)

Example

In the PROMIS CAT example of Table 4.7, the PROMIS pain behaviour correlates
reasonably well with SF-36 bodily pain (r = 0.66), and slightly less well with
FACIT fatigue (r = 0.53). With n = 143, the Z-scores are

1 (1+0.66 1+0.53
Z, =—log,

2 1-0.66 1-0.53
Thus Z, — Z, = 0.2027, and SE(Z, — Z,) = 0.1195.

Therefore z=0.2027 / 0.1195 = 1.70.

) =0.7928, Z,= %loge( ) = 0.5901,

This is less than 1.96, and so is not statistically significant at the 5% level.
Therefore we conclude that the observed difference between the correlations
(0.66 and 0.53) could be due to chance.
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However, equation (5.9) assumes that r; and r, come from independent samples. This
is clearly not true for the above example, where r; and r, are correlations between
items measured on one sample of patients. This will also usually be the case in exam-
ples from multitrait-scaling analysis. In this situation, any test based on equation (5.9)
only provides a very rough guide as to statistical significance. For multitrait-scaling
analysis, precise comparisons are unimportant and this approach provides an adequate,
simple approximation.

Intraclass correlation

Intraclass correlation was discussed in Chapter 4. When, instead of just one, there are
k assessments for each of the n patients, Fisher (1925) showed that equations (5.4) and
(5.5) can be extended to give

Zzém&(liﬁzﬂi} (5.10)

1-r

SE(Z)= |—* (5.11)
2k —1)(n—2)

In the particular case of two observations (k = 2) per subject, as commonly collected
in a test-retest study, Fisher recommended modifying the standard error:

with standard error

SE(Z)=;. (5.12)
n—1.5

The CIs can then be calculated using the methods of equations (5.6) and (5.7). Don-
ner and Zou (2002) describe more powerful (and more complex) methods.

Rank correlation

The significance tests and CIs associated with Pearson’s r require that at least one of
the variables for the observations in the sample follow a Normal distribution. However,
QoL and PRO items are frequently measured as categorical variables, often with a
four- or five-point scale, and these will not have a Normal distribution form. Depend-
ing upon the nature of the sample, there may also be many individuals with extreme
scores. For example, patients with advanced disease may have uniformly high symp-
tomatology, implying asymmetrically distributed ordered categories. In these circum-
stances Spearman’s rank correlation, rg,eqman 1 preferable.

To calculate rg,qqman the values of the two variables are each ranked in order, and then
the calculation of equation (5.2) is performed using the values of the ranks in place of
the original data. The distribution of rg,euqa, 18 similar to that of rpg,,, and so the
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same methods can be utilised for confidence intervals and a test of whether two cor-
relations differ significantly from one another. Svensson (2012) provides an example
Ispearman @nd other ranking methods for exploring agreement and disagreement. For
CIs and significance testing, Fieller et al. (1957) showed that Fisher’s Z-transformation

applies but with SE(Z) = ,/{:% replacing equation (5.5).

Example from the literature

The validity and reliability of the Pediatric Cardiac Quality of Life Inventory
(PCQLI) was evaluated in a multicentre study that recruited paediatric patients
(8-18 years of age) with heart disease (HD) and their parents to complete the
PCQLI and other PRO instruments (Marino et al., 2010). The PCQLI generates
three scores: disease impact, psychosocial impact and total score. In total, the
study enrolled 1605 patient-parent pairs, of which 803 of the patients were
children (ages 8-12). Spearman correlations were reported for various compari-
sons. For example, child and parent-of-child PCQLI scores revealed moderate
correlations for the three scales: disease impact, 0.55; psychosocial impact,
0.41; total scores, 0.50 (p < 0.001). In addition, test-retest correlations of
these three scales were reported for 291 of the children: 0.82, 0.78 and 0.82;
equivalent correlations for their parents were slightly higher: 0.87, 0.82 and
0.86. “Values of >0.70 were considered excellent.”

As is customary, the authors reported p-values, testing the somewhat implausi-
ble null hypotheses that the true correlation is zero. Predictably, given the sample
size, they rejected these hypotheses: “All Spearman correlation coefficients were
statistically significant (p < 0.001)". Confidence intervals would have been more
informative, as these indicate the uncertainty in the estimated values.

For example, applying the Z-transformation, the 95% (Is for parent-child disease
impact (N = 759) is 0.49-0.60, and for child test-retest (N = 291) it is 0.78-0.86.

Polychoric correlation

The polychoric correlation was also introduced by Pearson as an alternative to 7pyy,son-
For 7pyursons 1t 1S assumed that the variables being correlated are from a bivariate normal
distribution, and are therefore continuous variables. FOr 7pycoric» the assumption is that
the observations are ordinal variables with an underlying joint bivariate distribution. For
example, if two PROs are scored 1-4 for not at all, a little, quite a bit and very much, it
is reasonable to assume that their discrete categories represent an underlying continuous
bivariate distribution, even though we only observe a ‘contingency table’ with four-by-
four categories. In this situation, rp,,,.,, underestimates the true correlation. If there are
five or more categories, and the variables are roughly symmetric, 7p,,,s,,, 1S usually fine,
but when there are only two or three categories or the data show marked asymmetry,
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Tpoiychoric May be preferable for use with techniques such as factor analysis or structural
equation modelling. The calculation of polychoric correlation is complex but is increas-
ingly available as an option in statistical software packages, although it should be noted
that most implementations assume an underlying bivariate normal distribution.

Correction for overlap

When exploring the correlation structure of the scales, we shall be interested in exam-
ining the relative magnitude of the correlations between the total scale score and each
of the component items that form the scale. That will, for example, enable us to iden-
tify which items appear to be most consistent with the scale as a whole. However, when
calculating the correlation between any one item, say x;, and the total score of the scale
in which the item is contained, a correction for overlap should be made. This is neces-
sary because if the m items in a scale are x;, x5, ..., x,,, the correlation between, say,
x; and the total § = x; + x, + ... +x,, would be inflated since S also includes x; itself.
Instead, x; should be correlated with the sum-score formed by omitting x; from the
scale; that is, x; correlated with S — x;.

Correcting for overlap is important. It can be shown that if two completely inde-
pendent (i.e. uncorrelated, » = 0.0), randomly distributed variables from a Normal
distribution are combined into a single scale, the correlation between either variable
and the sum-score is approximately 0.71. However, this apparently high correlation
is misleading. When the correction for overlap is applied, the ‘corrected’ correlations
will be approximately zero, confirming that neither of the two variables contributes to
the scale as defined by the remaining (other) item.

Example

The cognitive functioning scale (CF) of the EORTC QLQ-C30 comprises the sum
of two questions, difficulty in concentrating (q20) and difficulty remembering
things (g25). Although it may make clinical sense to group these into a single
scale, it is arguable that they represent two different dimensions. In a sample
of 900 patients, the correlation between q20 and the CF scale score was 0.87,
while that between g25 and CF was 0.85. Both these correlations appear sat-
isfactorily high. However, correcting for overlap, which amounts to correlating
q20 with q25 because there are only two variables, the correlation is only 0.46.

5.4 Construct validity

Multi-item scales open up a whole new range of techniques for construct validity
beyond those described in Chapter 4. For the main part, we shall be making use of cor-
relations: correlations between items in the same scale, correlations between an item
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and items in other scales, correlations between a scale score and its constituent items,
and correlations between items and external scales or other external variables. These
enable us to check:

1. Dimensionality: do all items in a subscale relate to a single latent variable, or is
there evidence that more latent variables are necessary to explain the observed
variability?

2. Homogeneity: do all the items in a subscale appear to be tapping equally strongly
into the same latent variable?

3. Overlap between latent variables: do some items from one subscale correlate with
other latent variables?

Convergent and discriminant validity

Convergent and discriminant validity have been discussed in Chapter 4 in terms of
relationships between different scales, or dimensions, of QoL or PROs. For multi-item
scales, these concepts are extended to explore item-level relationships. In this setting,
convergent validity states that items comprising any one scale should correlate with
each other. This is closely related to internal consistency, and in effect declares that
all items in a scale should be measuring the same thing. If theory leads us to expect
two items to be similar, they should be strongly correlated; if they are not strongly
correlated, that may imply that one or the other is not contributing to the scale score it
was intended to measure. Convergence is often assessed by comparing the correlations
between each item and the overall sum-score for the scale.

Equally important is discriminant validity, which states that if an instrument con-
tains more than one scale, the items within any one scale should not correlate too highly
with external items and other scales. Thus items that theory suggests are unrelated
should not correlate strongly with each other. If an item correlates more strongly with
those in a scale other than its own, perhaps the item is more appropriately assigned to
that other scale. If several items, or all the items, correlate highly with items in another
scale, this may suggest there are insufficient grounds for declaring that two separate
scales exist.

Multitrait-multimethod analysis

Multitrait-multimethod (MTMM) analysis, described in Chapter 4, can also be used
to explore the relationships between items and scales. For this, the traits represent the
items and the postulated scales become the methods. However, the number of item-to-
item correlations can become quite large and unwieldy to present. Thus for the SF-36
there are 36 items, and each of these could be correlated with the other 35 items. An
alternative approach is to restrict the focus upon item-to-scale correlations, which is
termed multitrait-scaling analysis.
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Multitrait-scaling analyses

If an item does not correlate highly with the items from another scale, it may be
expected to have a low correlation with the total score for that other scale. Similarly, if
an item does correlate highly with other items in its own scale, it will also be correlated
with the total sum-score for the scale. The principal objective of multitrait-scaling
analysis is to examine these correlations, and thereby to confirm whether items are
included in the scale with which they correlate most strongly, and whether the postu-
lated scale structure therefore appears to be consistent with the data patterns. When
calculating these correlations, the correction for overlap should be applied.

Widely used levels for acceptable correlation coefficients are the following. During
initial scale development, convergent validity is supported if an item correlates moderately
(r=0.3 or greater) with the scale it is hypothesised to belong to, but when the instrument is
undergoing final testing a more stringent criterion of at least 0.4 should be used; items with
lower correlations are insufficiently related to other items within their domain, and should
therefore be excluded. Discriminant validity is supported whenever a correlation between
an item and its hypothesised scale is higher than its correlation with the other scales.

Unless there are clinical, other practical or theoretical grounds that outweigh the rules
for convergent and discriminant validity, it is usually sensible to regard items that have poor
convergent or discriminant properties as scaling errors. To allow for random variability and
the sample size, the correlation coefficients may be compared using a statistical signifi-
cance test. A scaling success is counted if the item to own-scale correlation is significantly
higher than the correlations of the item to other scales. Similarly, if the item to own-scale
correlation is significantly less than that of the item to another scale, a definite scaling
error is assumed. If the correlations do not differ significantly, a probable scaling error is
counted. Usually, a p-value less than 0.05 is regarded as ‘significant’ for this purpose.

Example from the literature

Blazeby et al. (2009) examined the convergent and discriminant validity of the
QLQ-LMC21, a questionnaire that targets disease-specific issues in patients with
colorectal liver metastases and supplements the more general cancer-specific
QLQ-C30. The study recruited 356 patients who were about to commence treat-
ment for their metastases.

Table 5.1 shows the correlations between the four hypothesised multi-item
scales and their component items, with correction for overlap as appropriate.
The three items comprising the fatigue scale (items numbered 7, 13 and 14)
had corrected correlations of 0.76, 0.87 and 0.85 respectively with the fatigue
scale (convergent validity). Each of these items had a significantly (p < 0.05)
higher correlation with their own scale than with other scales (discriminant
validity).
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Table 5.1 Item-scale correlations for the EORTC QLQ-LMC21 questionnaire (a module
to supplement the QLQ-C30), using data from 356 patients with colorectal liver metastases

— Hypothesised scales —

Emotional

Item Description Nutrition Fatigue Pain  problems
Nutrition

mc1 Trouble eating 0.70* 0.46  0.32 0.32

mc2 Felt full up too quickly 0.70* 0.51  0.42 0.34
Fatigue

mc7 Less active than liked 0.49 0.76* 0.47 0.46

lmc13 Felt ‘slowed down’ 0.45 0.87* 0.52 0.47

lmc14 Felt lacking in energy 0.53 0.85* 0.51 0.47
Pain

lmc9 Pain in stomach area 0.36 0.42  0.72* 0.29

lmc10 Discomfort in stomach area 0.35 0.44  0.66* 0.32

lmc12 Pain in back 0.32 0.46  0.43* 0.27
Emotional problems

lmc17 Felt stressed 0.24 0.27 0.24 0.52*

lmc18 Less able to enjoy 0.47 0.67  0.44 0.53*

lmc19 Worried about future health 0.22 0.34  0.24 0.71*

lmc20 Worried about family’s future  0.26 0.32 0.23 0.67*

*Correlations corrected for overlap.
Source: Data from Blazeby et al., 2009.

Items that show definite scaling errors are usually candidates for excluding from
a scale. It is less clear what to do about probable scaling errors. If the sample size
is less than 100, estimates of the correlation coefficients will be imprecise and
probable scaling errors may occur simply by chance — in which case the probable
errors should be regarded as inconclusive. What sample size is necessary for mul-
titrait-scaling analysis? Since a small sample size means that the correlations will
be estimated imprecisely, resulting in non-significant p-values even when there are
scaling errors, it is recommended that sample sizes be greater than 100 for scaling
analyses. In the above example, the large sample size (N = 356) means that even
small and unimportant differences in the level of correlations will be statistically sig-
nificant, as shown in the column for scaling success. The magnitudes of the observed
differences, their statistical significance and the size of the sample all have to be
considered when interpreting the multitrait analysis results.

The selection of an appropriate sample of patients is also important. A heterogene-
ous sample, with patients from a variety of disease states and with a range of disease
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Example from the literature

Blazeby et al. (2009) examined correlations between all 12 items and the four
hypothesised scales of the QLQ-LMC21. Table 5.2 summarises the convergent and
discriminant scaling errors, and the scale homogeneity and internal consistency
values. For example, in Table 5.1 the three fatigue items had correlations with
their own scale of between 0.76 and 0.87, and the nine correlations with other
scales ranged from 0.45 (lmc13 with nutrition scale) to 0.53 (lmc14, also with
nutrition). Also, for each fatigue item, its own-scale correlation was compared
against the correlations with the three other scales, giving three tests per item
and a total of nine tests for the fatigue scale; the results of these tests are sum-
marised as ‘scaling successes’ in Table 5.2.

Tests confirmed that QLQ-LMC21 items are more highly correlated with their
own scales than with other scales. Thus in this sample the QLQ-LM(C21 items
satisfy scaling success criteria.

Table 5.2 TItem scaling tests: convergent and discriminant validity, scaling success and
reliability (Cronbach’s alpha) for the EORTC QLQ-LMC21 multi-item scales

Convergent Discriminant
No. of validity (range validity (range Scaling Scaling Reliability

Scales items of correlations?) of correlations) success¢ success rate? (Cronbach’s )
Nutritional 2 0.70° 0.32 to 0.51 6/6 100 0.80
problems

Fatigue 3 0.76 to 0.87  0.45 to 0.53 9/9 100 0.91
Pain 3 0.43 to 0.72 0.27 to 0.46 7/9 78 0.76
Emotional 4 0.52t0 0.71  0.22 to 0.67 9/12 75 0.79
problems

2Correlations of item with own scale are corrected for overlap.

bFor a two-item scale, this becomes the correlation between the two items.

‘Number of convergent correlations significantly higher than discriminant correlations/Total number of
correlations.

dScaling success rate is the previous column as a percentage.

Source: Blazeby et al., 2009, Table 2. Reproduced with permission of John Wiley & Sons, Ltd.

severities, will result in a wide range of responses. This will tend to result in high
correlations, especially for convergent validity. Thus most investigators aim to recruit
a heterogeneous sample for their validation studies. To ensure that the instrument
remains valid and sensitive for use with all types of patient, it is equally important to
investigate performance in various subgroups and this will also affect the sample size
requirements.
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Example

The results presented in Table 5.2 are for all patients before commencing
treatment. Blazeby et al. (2009) also checked convergent and discriminant
validity of the QLQ-LMC21 during treatment and follow-up, and separately
in the two subgroups hepatectomy and palliation. They report that con-
vergent validity was excellent, and that scaling successes were high in all
subgroups.

These results, together with other data they present, lead to the conclu-
sion that scaling assumptions are well met in the patients targeted by the
QLQ-LMC21.

Multitrait-scaling analysis is a simple yet effective method for checking that the
pattern of the correlations corresponds to expectations, and that items have been
assigned to the scale that they are most strongly correlated with. It also identifies
items that are only weakly associated with the rest of their scale. However, statisti-
cal correlation can point only to areas in which there may be problems and, as we
note in Section 5.7, also assumes that the parallel tests model of Section 2.7 applies.
Clinical sensibility should also be considered when interpreting seemingly incon-
sistent correlations.

Although the necessary calculations for multitrait-scaling analyses can be per-
formed using standard statistical packages, care must be taken to ensure that correc-
tion for overlap is applied where appropriate. The MAP-R program (Ware et al., 1998)
is a computer package that has been designed specifically for multitrait-scaling and
provides detailed item-scaling analyses.

Factor analysis, dimensionality and multitrait scaling

Factor analysis is a form of structural equation modelling or SEM (not to be con-
fused with SEM, the standard error of measurement). It is one of the most impor-
tant and powerful methods for establishing construct validity of psychometric tests.
Whereas the methods of the previous Sections rely to a large extent upon the scru-
tiny of inter-item and item-scale correlation matrices, factor analysis attempts to
provide a formal method of exploring correlation structure. Although it provides
a method for investigating the internal structure of an instrument, the results are
difficult to interpret without a theoretical framework for the relationship between
the items and scales. The simplicity of multitrait-scaling analysis, on the other
hand, means that the results are easier to understand and more readily interpreted
clinically.
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5.5 Cronbach’s a and internal consistency

A scale is unidimensional if the items describe a single latent variable. Thus, appli-
cation of factor analysis (Chapter 6) should confirm that a single factor suffices to
account for the item-variability in the scale, and factor analysis provides a means of
examining and testing the dimensionality of scales. The term homogeneity is also often
used as a synonym for unidimensionality. A related concept is internal consistency
and, confusingly, many authors regard this as the same as homogeneity.

Internal consistency refers to the extent to which the items are inter-related. Cronbach’s
alpha coefficient, @c,pnpach, 1S One method of assessing internal consistency, and is the
method used most widely for this purpose. It is also a form of reliability assessment, in that
for parallel and certain related tests it is an estimate of reliability, and even for other tests it
provides a lower bound for the true reliability. It is a function of both the average inter-item
correlation and the number of items in a scale, and increases as either of these increases.
Although internal consistency is often regarded as a distinct concept, it is closely related
to convergent validity. Both methods make use of within-scale between-item correlations.

If a scale contains m items that describe a single lateint variable 0, and the observed

o
total score is S, then the reliability is defined as R= O_—Z , which is the ratio of the true
N

score variance to the observed score variance. Now 6, being the latent variable, is

unknown and so we do not have an estimate of its variance 63. Hence the reliability
cannot be determined but has to be estimated. For summated scales of m items, Cron-
bach (1951) proposed the measure

m - ZVar(xi)

o = (5.13)
Cronbach m— 1 Var(S)

Here, Var(x;) is the variance of the ith item in the scale, calculated from the sample of
patients completing the QoL assessment, and in .

The basis of Cronbach’s «a is that if the items were uncorrelated, Var(S) would equal
the sum of their individual variances, implying ac,pupacn = 0. At the other extreme, if
all the items are identical they would have perfect correlation; it can be shown that this
results in @¢,pnpacn = 1- Thus a is a measure of the consistency of the scale, and indicates
the degree of inter-correlation of the items. However, it can also be shown that Cron-
bach’s @ underestimates the true reliability of &, and is therefore a conservative measure.

Coefficients above 0.7 are generally regarded as acceptable for psychometric scales,
although it is often recommended that values should be above 0.8 (good) or even 0.9
(excellent). For individual patient assessment, it is recommended that values should
be above 0.9.

Perhaps one of the most useful applications of Cronbach’s « is in the development
of scales and the selection of items. If Cronbach’s a changes little when an item is
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omitted, that item is a candidate for removal from the scale. Conversely, a new item
may be worth including if it causes a substantial increase. However, as noted above, a
increases as the number of items in the scale increases. Therefore, in order to assess the
true benefit of adding one or more extra items, we first estimate the expected change
in o that is attributable to lengthening the scale. This is expressed by the Spearman—
Browne prophecy formula, which predicts the gain in a that is expected by increasing
the number of items. If the original scale has n items, and the revised scale has m items,

PO - - (5.14)
" n+(m-n)o, ko, +(1-a)

where k= m/n and is the ratio of the number of items in the new scale over the number in
the original scale. Thus merely having a longer scale automatically inflates Cronbach’s a.

Example

If initially a scale has a Cronbach’s a of «,, = 0.6, then (assuming all items have
approximately similar inter-item correlations) doubling the length of the scale
by including additional items would give a value of k = 2. This results in an
increase of Cronbach’s a to a,, =2 x 0.6/[(2 x 0.6) + (1 - 0.6)] = 0.75.

In contrast, halving the number would result in @, = 0.5 x 0.6/[(0.5 x 0.6) +
(1-0.6)] =0.43.

Cronbach himself, in 1951, recognised the need to adjust for the number of items. He
commented that a quart (approximately a litre) of homogenised milk is no more homoge-
nised than a pint (approximately Y2 litre) of milk, even though a quart is twice the volume
of a pint. However, @¢,,,pqch> the measure of homogeneity, does increase according to the
size (number of items) of a scale. Since Cronbach’s a increases as the number of items
in the scale is increased, high values can be obtained by lengthening the scale. Even the
simple expedient of adding duplicate items with closely similar wording will suffice to
increase it. This has led many to question whether it is sensible to specify criteria for
acceptable levels of Cronbach’s @ without specifying the number of items in the scale.

Another consequence of the Spearman—Browne formula, equation (5.14), is that if
the individual items in the scale are good estimators of the latent variable in the sense
that they estimate it with little error, they will have high correlations and few items are
needed in the scale. On the other hand, if the items have much error, many items will
be needed.

The theory behind Cronbach’s a assumes that the scale relates to a single latent variable,
and is therefore unidimensional. Although it is often assumed that o540 1S itself a check
for dimensionality, and that a high result implies a unidimensional scale, this is incorrect.
Results can be misleadingly high when calculated for multidimensional scales. Therefore
dimensionality should always be checked by, for example, using factor analysis.
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The consequences of multidimensionality can be readily seen: consider a scale con-
sisting of the sum of body weight and height. Although this would have very high test—
retest repeatability, since neither measurement varies very much in stable subjects,
Cronbach’s a — supposedly an indicator of reliability — would not be correspondingly
high because these items are only moderately correlated.

It can be shown that Cronbach’s « is a form of intraclass correlation (/CC, Section
4.6), and thus it can also be estimated using ANOVA. Therefore the issues regarding
correlations will also apply. Thus a wide and heterogeneous range of patients will tend
to result in higher values, while the values will be low if the patients are similar to
each other. Since it is almost always obvious that Cronbach’s a must be greater than
zero, significance tests of the null hypothesis that @c,yupacn = 0 are usually irrelevant
although often reported; provided the sample size is large enough, the p-value will
invariably indicate statistical significance; a non-significant result indicates merely
that the sample size is inadequate. More sensible, and far more informative, are con-
fidence intervals. These are most conveniently estimated using the so-called bootstrap
methods that are available in statistical packages such as STATA (StataCorp, 2013).

Example from the literature

Table 5.2 showed Cronbach’s a for the QLQ-LMC21 obtained by Blazeby et al.
(2009). The smallest value is 0.76 for the pain scale, and other values are 0.79,
0.80 and 0.91, indicating that the scales show good internal reliability.

Example from the literature

The EORTC QLQ-C30 (version 1.0) contained two items that assessed role function-
ing. These were ‘Are you limited in any way in doing either your work or doing
household jobs?” and ‘Are you completely unable to work at a job or to do household
jobs?” and took response options ‘No” and ‘Yes'. Low values of Cronbach’s a had been
reported, ranging from 0.52 to 0.66. There were also concerns about the content
validity because it was felt that role functioning ought to encompass hobbies and
leisure-time activities. Two new questions were introduced, replacing the original
questions. These were ‘Were you limited in doing either your work or other daily
activities?” and ‘Were you limited in pursuing your hobbies or other leisure-time
activities?” The binary response options were changed into four-category scales.

Osoba et al. (1997) evaluated these modifications in patients who were
assessed before, during and after chemotherapy or radiotherapy. With questions
in the original format, Cronbach’s « varied between 0.26 and 0.67. The revised
items showed considerably higher internal reliability (0.78 to 0.88) and were
accepted for the QLQ-C30 (version 2.0). While the rewording may have contrib-
uted to these changes in reliability, a more likely explanation is that increasing
the number of categories from two to four accounted for the differences.
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Alpha revisited

Cronbach’s 1951 article was “a great success ... with approximately 325 social sci-
ence citations per year ... [However,] I doubt whether coefficient a is the best way of
judging reliability of the instrument to which it is applied.” Those words were written
by Cronbach himself some 50 years later, shortly before his death (Cronbach, 2004),
when he cautioned against the excessive and uncritical use of the a coefficient. We
also agree with Cronbach’s comments that the standard error of measurement (SEM)
is the most important single piece of information. Interpretation of the estimated
SEM can be made by assuming the scale scores follow approximately a Normal
distribution, in which case roughly 95% of individuals are expected to score within
two SEM of their ‘true’ value. The SEM is obtained from a ‘crossed-design’ analysis
of variance (ANOVA), which decomposes the overall variance into components due
to patient-patient variability and the residual variability. When ANOVA is used to
estimate «, it is assumed that the items are truly parallel with item-to-item variance
of zero; then the SEM is estimated by the square-root of the residual variance. How-
ever, the generality of the ANOVA approach allows for items with differing means.

Cronbach also noted the importance of heterogeneity of content. “There is no rea-
son to worry about scattered diversity of items ... It needs only to be recognised that
an analysis that does not differentiate between the classes of items will report a larger
SEM than a more subtle analysis.” The example he uses is a mathematics test that
contains both geometric-reasoning and numeric-reasoning items; there are obvious
parallels with those QoL instruments that deliberately seek comprehensive content
validity, and thereby report a lower a. Section 5.7 also shows that formative items
affect heterogeneity, making a inappropriate.

In summary, a is overused, and better measures are available. An appropriate ‘sub-
tle” analysis using ANOVA and estimating the SEM is preferable. In Chapter 7 we shall
also see that item response theory methods focus on the SEM as an indicator of test
precision.

Modern trends

One consequence of the emphasis on Cronbach’s « is that scales developed under
the traditional psychometric paradigm have tended to be lengthy. If one feels that the
«a reliability is inadequate, the simplest expedient is to add more items to the scale.
More recently, many investigators have found that for many purposes short scales
are adequate, and in many cases one or two items suffice to provide the precision
and reliability that is required. The developers of many instruments are introducing
short-form versions, either as an alternative or as a replacement for their original ques-
tionnaire. As we shall see in Chapters 7 and 8, item response theory is effective for
identifying the most efficient items, and another modern trend is to develop dynamic
computer-based questionnaires that only ask as many items as are required for obtain-
ing a pre-specified precision.
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5.6 Validation or alteration?

Multitrait scaling and related analyses such as Cronbach’s « are usually carried out in
the later stages of instrument development, when field-testing. As described in Chapter
3, one of the aims of the field study is to determine and confirm the validity of the ques-
tionnaire, and the analyses we have presented are a key aspect of this. Thus the field
study is usually intended as the final stage of developing and validating a new ques-
tionnaire. In theory, we hope to confirm that the hypothesised scale structure — which
will have been specified before launching the field study — appears consistent with
the observed data, supporting our claims of validity. In practice, all too frequently the
analyses will reveal a few items (or even a few scales) that do not perform as well as
expected. This can lead to revision of the scaling and scoring, and perhaps changes to
the items in the questionnaire, after which reapplication of the multitrait scaling should
produce improved results. Provided the alterations are minor, it may be reasonable to
argue that the instrument appears to have acceptable validity. The problem is that when
there are substantial changes it will become necessary to collect additional data from
an independent sample in order to claim evidence of validity; often this is unrealistic
in terms of funding and time. At the very least, reports of field studies must declare
the hypothesised scale structure that was pre-specified in writing before the study was
launched. All subsequent alteration to the scale structure, scale scoring or the items
must also be clearly delineated. Then the readers are able to judge whether they feel
claims of ‘validity’ are acceptable.

Example from the literature

Blazeby et al. (2009) described the QLQ-LMC21 module, which contains 21
items in a layout and response format similar to the QLQ-C30. They declared
that preliminary qualitative investigations and interviews with patients had
indicated that the relevant issues should be grouped into five multi-item scales
(fatigue, nutrition, pain, social and emotional problems) and six single items
(problems with taste, tingling hands, sore mouth, dry mouth, problems with
jaundice and weight loss).

Following the multitrait analyses, it was found that item within-scale corre-
lations in the nutrition and fatigue scales were at least 0.53 in all groups. These
scales were not correlated with other scales in the module and were retained in
their original form. Correlations in the hypothesised three-item pain scale dem-
onstrated a small overlap with the fatigue scale, except in patients selected
for palliative treatment. It was decided to retain this scale in its original form.
The original hypothesised social problems scale demonstrated very poor scal-
ing properties (within-scale correlations were less than 0.40 in all subgroups).
This scale was therefore split into three single items. There was some over-
lap between the four-item emotional problems scale in patients undergoing
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palliative treatment, but in the surgical group this scale functioned well and
it was retained in its original form. The final module (QLQ-LMC21), therefore,
has four scales and nine single items. The internal consistency reliability of the
scales (Cronbach’s a coefficient) was high in most scales (at least 0.69).

If an item has poor correlation with the scale to which it is hypothesised to belong,
there are several possible actions; the choice should depend on the quantitative analy-
ses, the previous qualitative work from earlier stages of instrument development and
discussion or debate among the researchers:

1. delete and discard the item;

2. remove the item from the scale but, if on qualitative grounds it is believed to be
important, retain it as a stand-alone single item;

3. if it correlates more highly with another scale, perhaps it is appropriate to transfer
it to that scale;

4. if upon review the item is considered important, perhaps the wording was inap-
propriate and it should be reworded;

5. perhaps the item should be retained in the original scale despite the poor cor-
relations; this is most likely to arise with symptoms for a formative construct, as
exemplified in Section 5.7.

If more than one item in a scale has poor correlation, more substantial changes to the
constructs might be necessary, such as splitting one scale into two or more constructs,
or changing the conceptual basis of a construct and renaming it accordingly.

If two items are highly correlated, or if Cronbach’s a coefficient has very high value,
another reason to discard an item is redundancy. At this stage of development it is less
common to introduce new items, although this might be deemed necessary if one or
more items are ineffective and are deleted, or if Cronbach’s « is low.

5.7 Implications for formative or causal items

Most methods generally assume that the items in a scale are parallel tests — that is,
that all the items in any one scale are selected so as to reflect the postulated latent
variable, and each item is presumed to be measuring much the same thing. On that
basis, the items should be correlated with each other. Sometimes this assumption is
either untrue or inappropriate. In particular, many QoL scales contain PROs that are
symptoms or other causal variables. As we have seen in Chapter 2, the correlations
between such items can be misleading. These correlations do not indicate QoL
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constructs, but are often merely consequences of symptom clusters arising from the
disease or its treatment. For example, in cancer patients, hair loss and nausea may
both be associated with chemotherapy and therefore highly correlated, even though
in terms of QoL concepts they may be unrelated to one another. The methods of this
chapter are usually inappropriate for clinimetric or other scales containing items
that are causal indicators, and are irrelevant for composite indicators.

Thus convergent and discriminant validity seem sensible criteria for instrument
validity when one is considering scales made from items that are reflective indicators.
When causal indicators are present, neither criterion need apply. It may be clinically
sensible to retain certain formative items in a single QoL subscale even though they
are only weakly correlated with each other and therefore have low convergent valid-
ity. Equally, it might make sound clinical sense to disregard some high correlations
and treat some causal items as comprising two or more distinct scales, irrespective of
discriminant validity. However, sometimes, even with causal indicators, very high cor-
relations may be a sign that two items are measuring much the same concept and that
one of the items is therefore redundant.

High internal consistency, as measured by Cronbach’s «, is a fundamental require-
ment for instruments that are based upon reflective indicators and designed upon the
principles of parallel tests. When scales contain formative items, there may be low
convergent correlations and therefore low internal consistency. These scales exemplify
Cronbach’s comment: “There is no reason to worry about scattered diversity of items.”
Similarly, definitions of reliability do not work well for items that have a causal rela-
tionship with the latent variable of interest.

The implications for causal items and clinimetric scales are summarised in Figure 5.1.

Consequences for clinimetric and other scales containing formative items:

¢ Basic properties of measurement scales, such as content validity, sensitivity,
responsiveness and test-retest reliability, are invariably important when
devising any QoL instrument (both formative and reflective).

* Assessment of construct validity, including convergent and discriminant
validity, is mainly based upon analysis of item-correlation structures, and is
less relevant when formative items are involved.

¢ Cronbach’s « is based upon item-to-item correlations, and is largely irrelevant
for scales containing formative items.
Alternative criteria for clinimetric scales or scales with causal items:

¢ Clinical sensibility. This is equivalent to face validity.
e Comprehensive coverage of items.
e Emphasis upon items that patients rate as important.

* Emphasis upon items that patients experience frequently.

Figure 5.1 Clinimetric scales and scales with causal items.
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Example

Whistance et al. (2009) developed a 29-item colorectal cancer module, the QLQ-
CR29. They reported that the three items in the hypothesised pain scale consist-
ently demonstrated weak correlations with the overall scale (r < 0.40) in many
of the subgroups studied. The pain scale was, therefore, removed leaving three
single items assessing anal/rectal pain, abdominal pain and pain when urinating.

An alternative approach would be to argue that disease-related pain is a
meaningful construct, and that pain impacts on HRQoL. We could in principle
have asked a single compound question: do you have pain in your abdomen,
anus, rectum, or when urinating? It is cognitively less demanding to break this
down into three separate items, and if pain is reported the individual items can
be analysed or used to guide clinical management. Pain is a causal item, with
severe pain, at any site, causing distress to the patient. The three-item construct
is a formative scale, identifying the disease-related forms of pain that arise from
colorectal cancer. The correlations merely indicate that many patients had one
or another form of pain, according to the precise localisation of their tumour,
but relatively few patients had multiple sources of pain. Since this is a formative
construct, it is important that all potential sites of pain are covered.

Many studies have reported similar problems when constructing pain scales.
For example, Baxter et al. (2010) developed an instrument for use on patients
who are receiving home parenteral nutrition (HPN). The two pain items were
‘aches or pains in your muscles or joints” and ‘other pain’, which only weakly
correlated with each other (r = 0.29; Cronbach’s a = 0.45). The authors
observed that “However, they were considered to be clinically important ques-
tions because it is well documented that HPN patients suffer from joint pain or
cramps, and many have pain related to their underlying disease.”

In clinimetric scales the items are chosen primarily from the perspective of high con-
tent validity, and the internal reliability can be low. Properties such as sensitivity and
responsiveness are also of paramount importance.

Example

Apgar (1953) scores, mentioned in Chapter 2, are a well-known and useful index
for the health of newborn babies. The items included (heart rate, respiratory rate,
reflex responses, skin colour and muscle tone) were selected on the basis of being
important yet distinct prognostic indicators. After many years of use, the Apgar
score has been found to be an effective indicator of neonatal health. Despite this,
the constituent items may have weak correlations and Cronbach’s « is low.
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It is also often inappropriate to use traditional psychometric methods when scales are
designed on the basis of an item response model. In this case, items are deliberately
chosen so as to be of varying difficulty, and the value of Cronbach’s a, for example,
may be misleading.

5.8 Conclusions

The methods described constitute a set of powerful tools for checking the validity
of multi-item scales, to confirm that they appear to be consistent with the postulated
structure of an instrument. However, confirming validity is never proof that the instru-
ment, or the scales it contains, are really tapping into the intended constructs. Poor
validity or reliability can suffice to indicate that an instrument is not performing as
intended. Demonstration of good validity, on the other hand, is a never-ending process
of collecting more and more information showing that there are no grounds to believe
the instrument inadequate.

However, the techniques of this chapter rely upon analysis of inter-item correla-
tions, and are suitable only for scales or subscales containing solely reflective indi-
cators. When QoL scales contain causal indicators, the inter-correlations between
these items arise mainly because of disease or treatment effects and not because of
association with the latent variable for QoL. This renders correlation-based methods
inappropriate.

However, sometimes it is possible to use clinical judgement to select a group of
symptoms that are expected to be interrelated, and correlation methods may be suit-
able within this restricted subset of items. For example, several symptoms related to
digestive problems could be selected. Even though these are causal items for QoL
changes, they might also represent a coherent set of items reflecting, say, a disease-
related symptom cluster. They can then be regarded as reflective indicators for disease
state, and the methods of this chapter could be applied so as to produce a disease-based
digestive function score. The validation methods for multi-item scales can therefore be
used as a form of subscale validation, provided it is not claimed that this is evidence of
a digestive construct indicating a QoL state.

For all instruments, clinical sensibility is crucial; this encompasses face and content
validity, and comprehensive coverage of all important items. To be of practical value
for clinical purposes or in randomised trials, sensitivity, responsiveness and test-retest
repeatability are also extremely important. But the role of other aspects of validation
is primarily to accrue evidence that the items behave in a sensible manner, and that the
scales are consistent with the postulated constructs.



Factor analysis and structural
equation modelling

Summary

Factor analysis and structural equation modelling are powerful techniques for exploring
the item correlations during scale validation. We illustrate factor analysis techniques with
a detailed example of its application to the HADS, showing interpretation of the typical
output that is obtained from most computer packages. Factor analysis in scale develop-
ment and scale validation are discussed, together with the limitations of this approach.
Finally, we describe the more general approach of structural equation modelling.

6.1 Introduction

The methods of Chapter 5 were concerned primarily with examining item-to-item cor-
relations in order to evaluate whether their patterns are consistent with the hypothesised
scale structure. Factor analysis, on the other hand, can be used either as an automatic
procedure to explore the patterns amongst the correlations (exploratory factor analysis,
or EFA), or as a confirmatory method (CFA) for testing whether the correlations corre-
spond to the anticipated scale structure. Thus factor analysis plays a major role in con-
struct validation. Although CFA is the more flexible and powerful of the two, EFA is the
form most commonly seen in outcomes research; EFA is simpler to implement, and does
not require specification in advance of the details of the scale structures and the inter-
item relationships. Structural equation modelling (SEM) is a more general technique
that encompasses both CFA and EFA, and can be used to fit other complex models. All
three approaches — EFA, CFA and SEM - are concerned with detecting and analysing
patterns in the inter-item correlation (or covariance) matrix, and can be used to assess the
dimensionality (number of factors) needed to represent the variability in the data. CFA
and SEM can additionally test these patterns to confirm the validity of the postulated
constructs. SEM can fit complex models involving both causal and indicator variables.

Item response theory (Chapter 7) provides powerful methods for scale calibration,
but assumes that the items being scaled are from a single dimension. This assumption
of unidimensionality is often tested using EFA or SEM (Figure 6.1).

Quality of Life: The Assessment, Analysis and Reporting of Patient-Reported Outcomes, Third Edition.
Peter M. Fayers and David Machin.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Multitrait analysis

® Display of item-item correlations and item-scale correlations, using hypothesized scale struc-
ture.

® Uses arbitrary thresholds for convergent and divergent validity.

® C(alculation of p-values for probable and definite scaling errors.
Exploratory factor analysis (EFA)

® Explores item-item correlations to identify clusters of highly correlated items (factors).

® Arbitrary rules to determine number of factors (for example scree plots, eigenvalues > 1.0).

® Factors may or may not coincide with meaningful constructs, as they only depend on the item-
correlation matrix.

Confirmatory factor analysis (CFA)

® A construct model is pre-specified (e.g. from previous multitrait analysis or EFA), and is tested
for adequacy of fit in a new dataset.

® CFA is usually implemented as a reduced form of SEM.
Structural equation model (SEM)

® A construct model is pre-specified and tested for goodness of fit.

® Complex models can be specified, including models with formative or causal items
and scales.

¢ Controversy as to how to measure and test goodness of fit (all models are simplification of the
complex constructs and if samples are large enough all models show statistically significant mis-
fit; it is often unclear as to what constitutes adequate fit).

® Can compare two or more models to test whether there is evidence (p-value) that one provides
better fit than another.

® Unfortunately, in many cases the parameterization of the models may be so similar in statisti-
cal terms that there is little power to discriminate between them.

Figure 6.1 Comparison of approaches to analysis.

6.2 Correlation patterns

Since correlations provide the basic information for factor analysis, it is appropri-
ate to start by considering a correlation matrix in which the correlations between all
pairs of items are displayed. Since the correlation of x against y is the same as the
correlation of y against x, we only need to show the ‘lower triangle’ of correlations,
as in Table 6.1.

The postulated structure of the HADS is relatively simple, with only two 7-item
scales for anxiety and depression, and so it provides a convenient example for examin-
ing the techniques associated with factor analysis.
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Example

The HADS questionnaire was completed by patients in many of the UK Medical
Research Council (MRC) randomised clinical trials of cancer therapy. The results
from six MRC trials have been pooled, yielding a dataset of 1,952 patients
with bladder, bronchus, colorectal, head and neck, and lung cancers of varying
stages from early to advanced. Table 6.1 shows the (Pearson) correlation matrix
for all pairs of items. Since half of the HADS items are deliberately worded posi-
tively and half negatively, the ‘negative’ items have been recoded so that in all
cases a response of 0 is the most favourable and 3 is the least favourable. By
making the scoring consistent, it becomes easier to interpret the correlations:
the highly related items should have high (positive) correlation.

There are clearly many fairly highly correlated items, with correlations
between 0.4 and 0.6. Although from prior information we know that the
odd-numbered questions (Q;, Qs, Qs, ...) are the ones intended to reflect
anxiety, it is difficult to see the pattern in this correlation matrix. However,
rearranging the correlation matrix as in Table 6.2 makes the pattern very
much clearer.

Items belonging to the two postulated scales are shown in cells in the grey-
shaded triangles, anxiety being the upper area and depression the lower. It is
now clear that there are fairly high (greater than 0.4, say) correlations amongst
most items within the anxiety scale. The exception is Q;;, which is noticeably
weaker. A similar pattern is seen amongst the depression scale items. It is also
reassuring to note that the unshaded rectangular area has lower correlations,
which is consistent with the hypothesis that the anxiety items are less strongly
correlated with the depression items.

Table 6.1 Pearson correlations for the HADS questionnaire, from 1,952 patients in MRC
trials BA09, CR04, CHO1, CHO02, LU12 and LU16

01 02 03 04 05 06 07 08 09 010 011 012 013 014

Q 1

Q, 031 1

Q; 0.54 0.26 1

Q, 0.34 0.47 0.36 1

Qs 0.56 0.27 0.60 0.36 1

Qs 0.41 0.50 0.37 0.58 0.41 1

Q; 0.50 0.41 0.41 0.43 0.43 0.47 1

Qs 0.28 0.52 0.23 0.33 0.27 0.37 0.33 1

Q, 0.49 0.20 0.58 0.28 0.52 0.32 0.38 0.17 1

Qi 0.30 0.40 0.27 0.38 0.27 0.41 0.34 0.36 0.23 1

Q;; 0.34 0.15 0.32 0.18 0.32 0.19 0.34 0.16 0.30 0.17 1

Q, 0.33 0.59 0.32 0.54 0.31 0.52 0.44 0.44 0.26 0.45 0.17 1

Q3 0.54 0.26 0.60 0.33 0.56 0.37 0.43 0.23 0.57 0.33 0.38 0.30 1
Q; 0.30 0.42 0.27 0.44 0.30 0.47 0.40 0.31 0.30 0.36 0.19 0.42 0.31 1
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Table 6.2 Correlations from Table 6.1 rearranged corresponding to the HADS postulated
subscales of anxiety (odd-numbered items) and depression (even-numbered)

Anxiety Depression

Q; G G Q@ Q Q4 Q3 Q Q Q Q Qo Qp Q

Q; 1

Q; 0.54 1

Qs 0.56 0.60 1

Q, 0.50 0.41 0.43 1

Qs 0.49 0.58 0.52 0.38 1

Q;; 0.34 0.32 0.32 0.34 0.30 1

Q;; 0.54 0.60 0.56 0.43 0.57 0.38 1

Q, 0.31 0.26 0.27 0.41 0.20 0.15 0.26 1

Q, 0.34 0.36 0.36 0.43 0.28 0.18 0.33 0.47 1

Qs 0.41 0.37 0.41 0.47 0.32 0.19 0.37 0.50 0.58 1

Qg 0.28 0.23 0.27 0.33 0.17 0.16 0.23 0.52 0.33 0.37 1

Qi 0.30 0.27 0.27 0.34 0.23 0.17 0.33 0.40 0.38 0.41 0.36 1

Q; 0.33 0.32 0.31 0.44 0.26 0.17 0.30 0.59 0.54 0.52 0.44 0.45 1

Qi; 0.30 0.27 0.30 0.40 0.30 0.19 0.31 0.42 0.44 0.47 0.31 0.36 0.42 1

Table 6.1 and Table 6.2 show the usual Pearson correlation coefficient, r. Since the
HADS items take four-point responses, they are not strictly from a Normal distribution
and other measures of correlation may be more suitable, as discussed in Section 6.8.
Usually Pearson’s r is adequate except in extreme situations, and similar results are in
fact obtained when using the alternative methods with this HADS dataset.

A measure closely related to correlation is covariance. In equation (5.2), the numera-
tor is the covariance of x and y, and the correlation is the covariance divided by the stand-
ard deviations of x and y. Most people find correlations easier to interpret since, unlike
covariances, they are scaled from —1 to +1. However, factor analysis programs often use
the corresponding covariances instead, and the underlying theory of factor analysis is
more closely based upon covariances. One may draw an analogy with standard deviation
(SD) versus variance; there is a direct relationship (square root) between SD and vari-
ance, but most people find SD to be the easier measure to interpret, even though variances
are more convenient for generalisation and therefore used for ANOVA (analysis of vari-
ance). Hence we shall describe and illustrate the correlation structure of QoL data even
though many factor analysis programs are in fact based upon analysis of covariances.

6.3 Path diagrams

One way to represent the many inter-relationships between the items is by means of a path
diagram. Adopting standard conventions, we use circles to represent the latent variables or
constructs, and boxes for the manifest variables or observable items. Lines link the items to
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their corresponding latent variable. Furthermore, if a construct is associated with particular
items in the sense that a high value of the construct implies a high level for the item, we
add directional arrows to the lines. Thus we regard the construct as implying a certain value
of the item, or we might say the construct is manifested by the responses to the items. In
extreme cases, the latent variable may be said to cause an outcome value for the item.

Example

The path diagram corresponding to the postulated structure of the HADS is
shown in Figure 6.2. Thus if the anxiety has a high value, we would expect Q;,
Qs, Qs, Q;, Qg, Q;; and Qy5 all to reflect this by manifesting high values. That
is, we would expect reasonably strong correlations between these items and
anxiety - although, since anxiety is a latent variable, we do not know its value
and cannot calculate this correlation directly. Furthermore, in any dataset con-
sisting of patients with a range of levels of anxiety, we would expect all of the
corresponding items Q,, Qs, ..., Qi3 to reflect those levels so that these items
should show reasonably high correlations with each other. However, the lack
of a direct link between, say, Q; and Q; indicates that if anxiety is constant
(that is, if all patients have the same level of anxiety) then Q; and Q; would
be uncorrelated; this is called local independence. As we shall see in Chapter 7,
local independence is crucial for item response theory, although factor analysis
appears somewhat more robust against violation of this assumption.

Q1 Q2
feel tense enjoy things
Q3 Q4

frightened feeling

: can laugh at things
of something awful

) Q5 Q6
worrying thoughts feel cheerful
Q7 . Qs
can feel relaxed @ feel slowed down
~— Q@ Q10
frightend feeling lost interest
like ‘butterflies’ in appearance
Q12
Qi look forward

feel restless with enjoyment

Q13 Q4
feelings of panic ?Zjdt;g l;?(;l‘(/,

Figure 6.2 Postulated structure of the HADS questionnaire.
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When two latent variables are correlated with one another, a curved line with arrows
at both ends is used to link them. This is illustrated in Figure 6.2, where anxiety and
depression are linked in this manner. Thus these variables are assumed to be correlated,
since persons with higher levels of anxiety are more likely also to have higher levels
of depression, and vice versa. Without this correlation between anxiety and depres-
sion, there would have been no link between, say, Q; and Q,, and then we would have
expected those items to have zero correlation with one another. Instead, given the rela-
tionship between anxiety and depression, we would expect some degree of correlation
between Q; and Q.

This example is a relatively simple one, with only seven items for each of two pos-
tulated constructs. If we were analysing a more general QoL questionnaire there might
be far more items and also more constructs.

6.4 Factor analysis

Factor analysis is a statistical technique that examines a correlation matrix, such as
that in Table 6.2, and attempts to identify groups of variables such that there are strong
correlations amongst all the variables within a group, but weak correlations between
variables within the group and those outside the group. Thus, since the model assumed
in Figure 6.2 implies that each of the seven anxiety items is correlated with each other,
factor analysis should identify these as constituting one factor. If these items were
indeed highly correlated, as we hope, the scale would be described as having ‘strong
internal structure’. Similarly, the seven depression items should form another factor. In
principle one might be able to inspect a correlation matrix by eye, and verify whether
this structure pertains. In practice this is usually difficult to do for all but the simplest
of models, and so we often rely upon automatic techniques like factor analysis to
explore the data for us.

Factor analysis as described here uses the correlation (or covariance) matrix as its
staring point, and does not make use of any prior knowledge about the structure, or
postulated structure, of the questionnaire. Therefore this is exploratory factor analysis.

6.5 Factor analysis of the HADS questionnaire

We explain how factor analysis works by using an illustrative example. The correla-
tion matrix presented in Table 6.1 showed the inter-relationships of the HADS items.
Although pre-treatment data were used for this example, we would expect to find very
similar results if during- or post-treatment assessments were considered. A standard
statistical program, STATA (StataCorp, 2013), was used to see how well the hypoth-
esised factor structure is recovered. Very similar output would be obtained from most
other packages. Most of the STATA default options are accepted. In general that might
not be too wise; as will be discussed later, there are many choices to be made when
carrying out factor analysis, and many of them can quite severely affect the analyses.
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Eigenvalues and explained variance

Most computer programs start by assuming there might be as many factors as there
are variables (items). If each item proved to be completely independent of all other
items, we would have to regard each item as a separate construct or latent variable.
In that case it would be inappropriate to construct any summary scale score, and the
data would be summarised by factors that are the same as the original variables. This
represents the ‘full model” with the maximal number of factors. Thus factor analysis
programs commence by calculating the importance of each of the possible factors.
The eigenvalues, or latent roots, are obtained by matrix algebra; their precise math-
ematical meaning need not concern us, but a rough interpretation is that the eigenvalues
are a measure of how much of the variation in the data is accounted for by each factor.

Example

Table 6.3 shows the eigenvalues relating to the HADS data of Table 6.1, with
one row for each of the n = 14 potential factors. The eigenvalues sum to n. The
proportion of variance explained is then obtained by dividing the eigenvalue
by n. Thus, for the first factor, 5.84/14 = 0.41 or 41%. The first two factors
account for 54% of the total variation. Using the eigenvalues-greater-than-one
rule, there are assumed to be two factors. This conveniently confirms our prior
expectation of two latent constructs.

Table 6.3 Factor analysis of Table 6.1: eigenvalues and proportion of the HADS variance
explained

Variance explained:

Factor Eigenvalue Difference Proportion Cumulative
1 5.84 4.08 0.41 0.41
2 1.76 0.94 0.13 0.54
3 0.82 0.07 0.06 0.60
4 0.75 0.07 0.05 0.65
5 0.68 0.07 0.05 0.70
6 0.61 0.04 0.05 0.75
7 0.57 0.06 0.04 0.79
8 0.51 0.07 0.04 0.83
9 0.44 0.00 0.03 0.86

10 0.43 0.03 0.03 0.89

11 0.40 0.00 0.03 0.92

12 0.40 0.03 0.03 0.95

13 0.37 0.00 0.03 0.98

14 0.37 = 0.02 1.00
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Therefore the eigenvalues indicate the importance of each factor in explaining the vari-
ability and correlations in the observed sample of data. Usually these eigenvalues are
scaled such that the total variability of the data is equal to the number of variables, and
the sum of the eigenvalues will equal the number of items. The proportion of total vari-
ance explained by each factor is obtained by expressing the eigenvalues as percentages.

Most factor analysis programs will optionally use the eigenvalues to determine
how many factors are present. A commonly used criterion is the so-called eigenvalues
greater than one rule. Applying this rule, the number of distinct factors is assumed to
be equal to the number of eigenvalues that exceed 1.0.

Factor loadings

Having decided upon the number of factors in the model, the next stage is to obtain the
factor pattern matrix, or factor loadings, corresponding to the factor solution. These
numbers indicate the importance of the variables to each factor, and are broadly equiv-
alent to regression coefficients. The loadings are also equal to the correlations between
the factors and the items.

Example

The output continues with Table 6.4, which gives the factor pattern matrix cor-
responding to a two-factor solution for the HADS data. At first sight Table 6.4
does not look too promising: the first factor has broadly similar loadings for
all variables and is thus little more than an average of all 14 items. Factor 2 is
difficult to interpret, although in this case it is noticeable that alternate items
have positive and negative loadings.

Table 6.4 Factor loadings (unrotated) of two-factor solution
for the HADS data in Table 6.1

Variable Factor 1 Factor 2
[0} 0.70 -0.31
Q 0.63 0.48
Q 0.69 —0.42
Q, 0.67 0.29
Qs 0.69 —0.36
Qs 0.71 0.25
07 0.70 —0.01
Og 0.54 0.38
Q9 0.62 —0.46
Qo 0.57 0.28
On 0.44 -0.33
O 0.67 0.42
O3 0.69 —0.41

Oi4 0.60 0.25
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Rotation

It can be shown mathematically that the initial solution is not the only one possible.
Other two-factor solutions are equally good at explaining the same percentage of the
variability, and in fact there are an infinite variety of alternative solutions. In general
the initial factor solution will rarely show any interpretable patterns. Therefore it is
usual to rotate, or transform, the factors until a solution with a simpler structure is
found. One of the most commonly used methods is varimax, although many alterna-
tives have been proposed. Briefly, varimax attempts to minimise the number of vari-
ables that have high loadings on each factor, thereby simplifying the overall structure.
Thus we hope to obtain a new set of loadings for the factors, with fewer items hav-
ing high values for each factor, but with the same amount of the total variance still
explained by the factors.

When there are only two factors, the pairs of factor loadings can be displayed
in a scatter plot. This aids interpretation by displaying graphically the factor space
and the inter-relationship of the items. Items that do not fit well into any factor can
be easily identified, as can items that appear to relate to more than one factor. Mul-
tiple plots can be drawn when there are more than two factors, one for each pair of
factors.

Example

If we proceed to use varimax rotation for the two-factor solution, we obtain
Table 6.5 for the HADS data. To simplify the reading of Table 6.5, factor load-
ings above 0.4 have been shaded.

The anticipated relationships are apparent: the first factor relates to ques-
tions 2, 4, 6, (7), 8, 10, 12 and 14, while the second factor has questions 1,
3,5, (7),9, 11 and 13. Item 11 in Factor 2 is weaker than most other items
(loading of 0.55), which corresponds to the low correlations that were noted in
Table 6.2. However, most noticeable is item 7, which is included weakly in both
factors. Inspecting Table 6.2 again, we see that Q; (fourth column in Table 6.2)
has correlations above 0.4 with several depression items (Q,, Q;, Qs, Q;, and
Q14), which explains its appearance in the depression factor. Apart from item
Q;, the fit may be regarded as extremely good and provides adequate confirma-
tion of the postulated structure of the HADS. Others have found that Q;, ‘I can
sit at ease and feel relaxed’, is anomalous and does not appear to perform very
well; it must be a candidate for revision in any future version of HADS.

Items 3 and 13 are almost overlapping, which is perhaps unsurprising
given their similarity: ‘I get a sort of frightened feeling as if something awful
is about to happen’ (item 3) and ‘T get sudden feelings of panic’ (13). Thus
the results from factor analysis imply that one of these two items might be
redundant.
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Table 6.5 Rotated matrix of factor loadings from Table 6.4: varimax rotation

Variable Factor 1 Factor 2
Q, 0.27 0.71
Q, 0.79 0.11
Qs 0.19 0.78
Q, 0.68 0.26
Qs 0.23 0.75
Qs 0.68 0.32
Q, 0.49 0.50
Qs 0.65 0.11
Q, 0.1 0.76
Qy 0.60 0.20
Qnr 0.07 0.54
o 0.77 0.18
O 0.19 0.78
Qy4 0.60 0.24
Example

Figure 6.3 shows the two varimax-rotated factors diagrammatically. The pairs of
factor loadings of the 14 HADS items in Factor 1 and Factor 2 have been plotted
against each other. The even-numbered items cluster together, demonstrating that
the depression scale is coherent and contains consistent items. Most items of the
anxiety scale are also clustered together, with the exception of Q; being closer to
depression and Qq; being an outlier from the otherwise closely knit anxiety items.
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Figure 6.3 Plot of Factor 2 against Factor 1, using the rotated factors from Table 6.5.
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6.6 Uses of factor analysis

Historical perspective

A useful insight into the role of factor analysis may be obtained by considering its
origins; this also provides a useful background when discussing its limitations for vali-
dating QoL scales and complex PRO constructs.

Factor analysis was developed initially by Spearman around 1904 (Spearman,
1904), building upon earlier work by Karl Pearson. Spearman was interested in
modelling intelligence, with a view to testing whether intelligence could be sepa-
rated into two components. The first component would represent general ability,
which was thought to be innate. The second component was specific ability which
could vary according to subject (such as verbal skills or mathematics), and which
could be influenced by education. Thus Spearman wished to show that the results
from a battery of intelligence tests covering different school subjects would reveal
one general factor, and that the remaining variability in the data could be explained
by specific factors associated with each test. Although Spearman is commonly
regarded as the father of factor analysis, over the years there has been much criti-
cism of the way in which he used it. In particular, there has been recognition that
unrotated factors almost invariably result in a model similar to that which Spear-
man was seeking, with the first factor being a general factor; this is an artefact
of factor analysis as a statistical method, and does not serve to verify the model.
Furthermore, there is now awareness that although rotation of factors is necessary
it is also ill-defined, in that multiple solutions are possible. Therefore the current
view of conventional factor analysis is that it is an exploratory technique, suit-
able for generating hypotheses about the structure of the data, and this is recog-
nised by calling it exploratory factor analysis or EFA. The newer technique of
confirmatory factor analysis (CFA) is better for testing whether a postulated model
fits the data.

Another characteristic of the conceptual model underlying EFA is that intelli-
gence tests, like most psychological tests, should follow the basic pattern shown in
Figure 6.2. Hence, if the person being assessed has a high intelligence (anxiety or
depression in our example), we would expect this to be reflected in corresponding
high scores for each of the individual items comprising the test. Any item in the test
that does not satisfy this requirement would, under the psychometric theory of tests, be
regarded as a poor test-item and would be a candidate for removal from the question-
naire. Psychological, psychometric and educational tests are all typically constructed
with the intention of measuring a few, possibly as few as one or two, subscales and
contain a number of items that are expected to be homogeneous within each subscale.
The HADS instrument is thus fully representative of such a test. This is rather differ-
ent from many QoL instruments, which may contain a few items for each of many
subscales. For example, the EORTC QLQ-C30 contains five functional scales, three
symptom scales and a number of single items; furthermore, only three of the scales
comprise more than two items.
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Scale validation

The main objective of applying factor analysis to PRO measures is for construct vali-
dation, and two situations can be recognised. First, if there are strong preconceptions
concerning the structure of the scale, factor analysis may

* confirm that the postulated number of factors are present (two in the example of the
HADS)

* confirm the grouping of the items.

Secondly, when there is less certainty about the underlying model, an investigator may
want to know:

* how many factors (or scales or constructs) are present
* how the individual items relate to the factors

* having identified the items that load on to each of the factors, whether this leads to
definition of the substantive content or a meaning for the factors.

Scale development

Another role for factor analysis lies in the checking of new scales. An illustration of
this can be seen in the example of the HADS. The intention was that seven questions
related to anxiety, and seven to depression. However, as we have seen, (7 is associ-
ated with both scales and so perhaps the wording should be modified or a different
and better-targeted item substituted. The factor analysis implies that Q5 is as strongly
associated with depression as with anxiety, and that either factor could influence the
value of Q.

Factor analysis can also draw attention to items that appear to contribute little to
their intended scale. That, too, can be seen in the HADS example. Item 11 loads rela-
tively weakly upon the anxiety scale. This suggests that O, ‘I feel restless as if I have
to be on the move’, does not reflect anxiety as strongly as the other anxiety items and
that a better question should be devised.

Thus factor analysis can draw attention to items that load on to more than one scale,
and also to items that do not load convincingly on to any scale. It also facilitates the
checking for excessively strong correlations between two or more items: if very high
correlations are observed between two of the items included in one factor, it would be
sensible to drop one item since all information is already contained in the other.

Scale scoring

When a scale or subscale is composed of several items, a scale score or summary
statistic will be required; for example, individual patient scale scores for anxiety and
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depression are the natural summary from the HADS questionnaire. As we have seen,
quite often a simple summated score is used, with the assumption of equal weighting
being given to each item, which is perhaps a naive way to combine items. Accordingly,
various methods have been proposed for determining differential weights, and factor
analysis is commonly advocated. Indeed, since factor analysis and related methods are
commonly used to assess construct validity, a natural extension is to consider using the
same techniques to ascribe weights to the items, based upon factor loadings. Apply-
ing the resultant weights to the observed item values results in factor scores for each
patient, with scale scores corresponding to each factor.

Psychometricians, however, rarely use factor scores as a method of deriving out-
come scores; more commonly, factor analysis is used only to identify those items that
should be included in a particular factor or construct, and then either equal weights or
weights derived from other investigations are used for scoring. The reason for exercis-
ing caution against using factor scores is that the scores are often neither very precise
nor uniquely defined, and are affected by decisions made regarding the extraction and
rotation methods. This instability is frequently described as factor score indetermi-
nancy, and makes the use of factor scores from EFA controversial (for example, Grice,
2001; DiStefano et al., 2009). Similar concerns affect CFA (Bollen, 1989; DiStefano
et al., 2009), and in addition the model specification — in particular the direction of
the causality arrows (Section 6.11) — is also critical; for example, it is questionable
whether pain affects the overall QoL or whether the state of a person’s QoL affects
their rating of pain. As found by Gundy et al. (2012), a variety of alternative models
can provide approximately similar goodness of fit (Section 6.12), even though this
implies substantial variation in their factor scores. Finally, any data-derived loadings
based on one study may be inappropriate in the context of a different study drawn from
another patient population. Thus, in general, we would advise against using factor
analysis as anything other than a numerical process for exploring and reducing dimen-
sionality for subsequent analyses, and we strongly caution against the use of factor
loadings to compute scores.

6.7 Applying factor analysis: Choices and decisions

Factor analyses are rarely as simple and straightforward as the HADS example, in
which
* there were few variables (14) and, more importantly, few factors (2)

* the postulated model was well defined and the HADS scale had been developed with
each item carefully chosen to load on to one of the two factors

* the sample size was fairly large (1952 patients)

* the patients were likely to have a wide range of levels of anxiety and depression,
making it easier to discern the relationships.
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Thus it was a relatively easy task to obtain a convincing confirmation of the HADS
scale using these data. However, the rest of this chapter explores the use of factor
analysis in more detail, and discusses the range of decisions that must be made when
carrying out analyses. Some of the choices can be quite crucial for obtaining a satisfac-
tory solution.

Sample size

Sample size is important for all studies, and it has particular impact upon factor analy-
sis. In factor analysis, where the factor structure is being explored, a small sample
size will lead to large standard errors for the estimated parameters. Even more impor-
tantly, it may result in an incorrect estimation of both the number of factors and their
structure. With a small sample size there will often be insufficient information to
enable determination and extraction of more than one or two factors. On the other
hand, with a very large sample size even trivial factors would become statistically
highly significant, and so then there can be a tendency to extract too many factors.
Therefore caution must be exercised in interpreting the results from large studies as
well as small studies.

There is no general agreement about methods of estimating the suitable sample
size. Sample size requirements will depend crucially upon the values in the between-
item covariance matrix, and this is generally unknown before the study is carried
out. Similarly, it will depend upon the distribution of responses to the questions,
and this is likely to vary according to the population being studied and is rarely
known in advance. Furthermore, many QoL items and PRO measures may be non-
Normally distributed and strongly asymmetric, with high frequencies of subjects
either reporting ‘no difficulty’ or ‘very great difficulty’ for individual items, thereby
making simple approximations based upon Normal distributions of little practical
relevance.

When the distribution of the variables and their correlation matrix is known or can
be hypothesised, it is possible to carry out computer-based simulation studies to evalu-
ate the effect of different sample sizes (Muthén and Muthén, 2002). Although some
such studies have been reported, many have been for models with few factors, Nor-
mally distributed variables and simple correlation structures.

Many authors have provided conflicting recommendations and rules-of-thumb. Rec-
ommendations for the minimum number of subjects have ranged from 100 to 400
or more. Others have suggested five or 10 times the number of observed variables.
Various functions of the number of factors and observed variables have also been
proposed — for example, Kline (2010) suggests that, in the context of confirmatory
factor analysis, 10 or even 20 observations per estimated parameter seem appropriate,
where the number of identifiable parameters is, for the simplest of models encompass-
ing kitems, N, =k X (k + 1)/2. There is little theoretical basis for most of these rules. In
addition, if the variables have low reliabilities or the inter-relationships are weak, then
many more individuals will be needed.
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Although these problems may make sample size estimation appear impractical,
inadequate sample size has clearly been a problem in many studies, even though this
is often appreciated only with hindsight either upon completion of the study or when
other investigators report conflicting factor analysis results. Thus sample size calcu-
lations cannot be simply dismissed. The best advice is to be conservative and aim
for large-sized studies. QoL scales frequently have five or more factors, and perhaps
contain 30 or more items with few items per factor. The items are often discrete and
form highly skewed scales with floor or ceiling effects. Then it seems likely that a
minimum of a few hundred patients is required, and ideally there should be many
hundreds.

Number of factors

The first step in factor analysis is to determine the number of factors that are to be
extracted. This is one of the more important decisions to be made since a totally differ-
ent and erroneous factor structure may be estimated if an incorrect number of factors is
used. If too many, or too few, factors are mistakenly entered into the model, the analy-
ses can yield solutions that are extremely difficult to interpret. On the other hand, it is
frequently possible to ascribe plausible meanings to many combinations of variables,
and it can be very difficult to identify whether factors are meaningful and which mod-
els are likely to be correct. Therefore much research has been carried out into methods
for deciding the number of factors that are present.

One of the oldest and most widely used approaches is the Kaiser (1960) rule
eigenvalues greater than one, as used in our example. Probably one (not very sound)
reason for its near-universal application in computer packages is the simplicity of
the method. Various foundations have been proposed for this rule, such as noting
that the average eigenvalue is 1.0 and so the rule excludes all eigenvalues below the
average. On the other hand, if there are 10 variables this rule will include factors
that explain at least 10% of the variance, but if there were 50 variables then factors
explaining as little as 2% would be retained. In general, this rule tends to include
too many factors.

Another widely used method is the scree plot, which is simply a plot of successive
eigenvalues (Cattell, 1966). The scree plot is fairly good at separating the important
factors from the later ‘factors’, which are really little more than random noise; the
scree is the random rubble of stones at the foot of the cliff face. Although interpreta-
tion of scree plots is subjective, frequently, as in Figure 6.4, a change in slope is fairly
evident.

A third widely used method for estimating the number of factors is based upon
maximum-likelihood (ML) estimation, although it has also been shown that for this
purpose ML factor analysis is quite sensitive to the variability in the data (‘residual’
variance) and requires large sample sizes to yield reliable estimates. In our example,
ML estimation produced closely similar results to the STATA default principal-factor
estimates of Table 6.4, and successfully identified the two-factor solution.
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Example

Figure 6.4 shows the scree plot for the HADS dataset, corresponding to the
eigenvalues of Table 6.3. There is a clear elbow in the plot, with the first two
factors lying above the sloping line formed by the eigenvalues for factors 3 to
14. This implies that a two-factor solution is appropriate. This conclusion is
also in agreement with the eigenvalues-greater-than-one rule, as indicated by
the horizontal straight line.

Scree plot

Eigenvalues

Number

Figure 6.4 Scree plot of the eigenvalues in Table 6.3.

Despite reservations, in practice both the eigenvalues-greater-than-one rule and
the scree plot seem to have reasonable characteristics. When the same number of
factors is suggested by all three methods, as in this example, the solution is quite
convincing.

Method of estimation

A variety of methods are available for estimating the factors, all leading to differ-
ent solutions. Most statistical packages offer at least five or six methods for factor
extraction. The only thing in common with all estimation procedures is that they
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define some arbitrary measure of goodness-of-fit, which is then maximised (or, if a
measure of deviation from fit is used, minimised). Methods commonly used include
ML, which produces estimates that are most likely to have yielded the observed
correlation matrix under assumptions of Normal distributions. Unweighted least
squares minimises the sum of the squared differences between the observed and
model-predicted correlation matrices. Alpha factoring maximises the Cronbach’s a
reliability of the factors, so that (for example) the first factor has the maximum reli-
ability or internal consistency. Principal-axes factoring maximises the accounted-
for variance. Minimum-residual factoring minimises the off-diagonal residuals of
the total variance—covariance matrix. Many further methods also exist, each with
their proponents.

When the data possess a strongly defined factor structure, theoretical and empirical
studies suggest that most methods of extraction will yield similar results. However,
in other situations there may be considerable divergence in the factor solutions, espe-
cially when there are small sample sizes, few explanatory variables and a weak factor
structure.

Statisticians generally prefer ML because it is based upon sound mathematical
theory that is widely applicable to many situations. ML estimation also provides
foundations for hypothesis testing, including tests for the number of factors. Fur-
thermore, unlike other methods, ML yields the same results whether a correlation
matrix or a covariance matrix is factored. Although it is commonly thought to be
a disadvantage that ML estimation explicitly assumes that the sample is from a
multivariate Normal distribution, ML estimation of factor structure is fairly robust
against departures from Normality. However, under non-Normality the significance
tests will be invalid; violation of the distributional assumptions can reduce ML to
being no better than other techniques. Overall, we recommend ML estimation as the
preferred method.

The role of the factor estimation step is to find an initial solution, which can then
be rotated to provide a simpler structure. Although the initial factor estimates may
appear to vary considerably according to the method used, it is often found that simi-
lar results are obtained after rotation, no matter which method of factor estimation
was used.

Orthogonal rotation

Since there is no unique solution for the factor decomposition of a dataset, it is con-
ventional to adopt an arbitrary procedure for rotation such that as many as possible of
the items contribute to single factors. In other words, the aim of rotation is to simplify
the initial factorisation, obtaining a solution that keeps as many variables and factors
distinct from one another as possible. Thus rotation is an essential part of the fac-
tor analysis method, as the initial factor solution is frequently uninterpretable. The
simplest rotations are orthogonal, which assumes that the underlying factors are not
correlated with each other, and of these varimax is the most widely used and generally
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appears to yield sensible solutions. In mathematical terms, varimax aims to maximise
the variance of the squared loadings of variables in each factor, and thus minimises
the number of high loadings associated with each factor. In practical terms, varimax
results in a ‘simple’ factor decomposition, because each factor will include the small-
est possible number of explanatory variables. If there are preconceived ideas about the
factor structure, it may be more appropriate to use goodness-of-fit tests to examine spe-
cific hypotheses, but for exploratory analysis the apparent simplicity and the sensible
results following varimax have led to its near universal implementation in all computer
packages.

However, many other methods do exist, most notably quartimax, which attempts to
simplify the factor loadings associated with each variable (instead of the variable load-
ings associated with each factor). Orthomax and equamax are yet two other methods,
and combine properties of both quartimax and varimax. If you are not satisfied with the
arbitrary choice of varimax, there are plenty of alternatives.

Oblique axes

One assumption built into the model so far is that the factors are orthogonal and
uncorrelated with each other. In many cases that is an unrealistic assumption. For
example, there is a tendency for seriously ill patients to suffer from both anxiety and
depression, and these two factors will be correlated. In statistical terms, we should
allow oblique axes instead of insisting upon orthogonality. This leads to a whole set of
other rotation methods and Gorsuch (1983) lists a total of 19 orthogonal and oblique
methods out of the many that are available. Most statistics packages offer a variety of
these methods. Unfortunately, different procedures can result in appreciably different
solutions unless the underlying structure of the data happens to be particularly clear
and simple.

Promax, whichis derived from varimax, is the most frequently recommended oblique
rotation method. Starting from the varimax solution, promax attempts to make the low
variable loadings even lower by relaxing the assumption that factors should be uncor-
related with each other; therefore it results in an even simpler structure in terms of vari-
able loadings on to factors. Promax is therefore simple in concept and results in simple
factor structures. Not surprisingly, given its nature, promax usually results in similar —
but simpler — factors to those derived by varimax. The most widely used alternative
to promax is oblimin, which is a generalisation of earlier procedures called quar-
timin, covarimin and biquartimin; these all attempt to minimise various covariance
functions.

As with so much of exploratory factor analysis, it is difficult — and controversial — to
make recommendations regarding the choice of method. One procedure of desperation
is to apply several rotational procedures to each of two random halves of the total pool
of individuals; it is reassuring if different rotational procedures result in the same fac-
tors, and if these same factors appear in both random halves. In other words, rotation
is a necessary part of the exploratory factor analysis procedure, but one should be cau-
tious and circumspect whenever using rotation.
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Example

Table 6.5 showed the effect of a varimax rotation, which revealed the two
factors postulated to underlie the HADS questionnaire. However, as shown
in Figure 6.2, it has been suggested that the anxiety and depression factors
would be correlated. Therefore an oblique rotation is perhaps more appropriate.
Table 6.6 shows the effect of oblique rotation using promax.

In this example, the strong factor structure of the HADS prevailed, and the
oblique rotation yielded similar solutions to the varimax rotation. The negative
signs attached to Factor 1 of the promax solution are immaterial, and reflect
the arbitrary viewpoint from which the factors may be observed in geometrical
space; the important features are the magnitudes of the loadings and the rela-
tive signs of the loadings within each factor. Perhaps the most noticeable dif-
ference from the varimax results in Table 6.5 is that the loading of variable 7 in
Factor 1 has been reduced from 0.70 to 0.49, yet again emphasising that this
variable does not perform satisfactorily.

Table 6.6 Oblique (promax) rotation of the factor loadings
from Table 6.4

Variable Factor 1 Factor 2
Q, —0.10 0.70
Q, —0.85 —0.11
Qs 0.00 0.81
Q, —0.68 0.08
Qs —0.05 0.76
Qs —0.67 0.15
Q —0.41 0.40
Qg —0.69 —0.07
Q 0.07 0.81
Qi -0.61 0.04
Q1 0.06 0.58
O -0.81 -0.03
Qi3 —0.00 0.81
Qyy —0.60 0.09

6.8 Assumptions for factor analysis

As with any statistical modelling technique, various assumptions are built into the
factor analysis model and the associated estimation procedures. In many fields of
research these assumptions may well be valid, but in the context of PRO measures



168 FACTOR ANALYSIS AND STRUCTURAL EQUATION MODELLING

there can be a number of problems arising from the frequently gross violation of the
inherent assumptions.

Distributional assumptions

The standard factor analysis model makes no special assumptions about data being
continuous and from a Normal distribution. Since the commonly used estimation pro-
cedures are based upon either ML or least squares, they assume continuous data from
a Normal distribution. Furthermore, most methods of estimation of factors are based
upon the Pearson product-moment correlation matrix (or, equivalently, the covariance
matrix) with Normally distributed error structure. If these distributional assumptions
are violated, any test for goodness-of-fit may be compromised. However, goodness-
of-fit measures are central to ML factor analysis in order to determine the number
of factors to be retained, and as noted above this number is crucial to the subsequent
extraction of the factor loadings.

In reporting studies, it is important to specify the software that was used as well
as the model and the methods of the fitting and rotation of factors. Although some
published reports of QoL studies do indicate the software or model used, few dis-
cuss distributional properties of their data such as whether it is continuous and Nor-
mally distributed. Presumably the authors are unaware of the importance of these
assumptions.

The two main types of departure from assumptions are that data may be discrete,
possibly with only a few categories, or may be continuous but non-Normally distrib-
uted (e.g. highly asymmetrical or skewed). Many PRO measures are both categorical
and highly asymmetrical at the same time.

Categorical data

Although a few QoL instruments use linear analogue scales, by far the majority con-
tain questions taking discrete ordinal responses, commonly with as few as four or
five categories. Mathematical theory for factor analysis of categorical data has been
developed by, for example, Lee et al. (1995) and Bartholomew et al. (2011), and
software is becoming widely available (e.g. Muthén and Muthén, 2010). However,
this is largely an untested and unexplored area, and it remains unclear as to how
effectively these techniques will be able to estimate the underlying latent structure
and what sample sizes will be required in order to obtain stable and consistent esti-
mation of factors.

Since many investigators use standard factor analysis even when they have four-
or five-point scales, one should at least consider the effect of this violation of the
assumptions. How robust is factor analysis? A few reports, based upon experience or
computer simulations, have claimed that scales with as few as five points yield stable
factors. However, it remains unclear whether factor analysis using Pearson’s correla-
tion coefficient is adequate provided the five-point scale can be regarded as arising
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from an underlying Normal distribution with cut-points. Furthermore, the situation
regarding four-point scales remains even more dubious. At one extreme, it has been
suggested that correlations are fairly robust and that even ordinal scales with at least
three points can be included, but this has not been supported by others who generally
recommend a minimum of five response categories. It also seems likely that sample
size should be increased so as to compensate for the loss of information in shorter
scales.

Since the numerical solution of factor analysis uses the correlation (or sometimes
the covariance) matrix, it is natural to consider techniques intended for estimating
correlations based upon discrete ordinal data. Polychoric correlations are formed
by assuming that the discrete categorical observed values are a manifestation of
data with an underlying (Normal) continuous distribution (see Section 5.3). The
mathematical theory leads to relatively complex estimation procedures, but com-
puter algorithms for their estimation are available. Few studies have made use of
such methods, and again there are fears about the effect upon sample size. It is
best to be very cautious about applying them to samples of fewer than 500-1000
observations.

Normality

We have commented on the effect of non-Normality upon ML estimation, but it can also
prejudice other aspects of factor analysis. However, there are two reasons for anticipat-
ing highly non-Normal data in QoL research. Firstly, there is no reason to assume that
categories labelled ‘Not at all’, ‘A little’, ‘Quite a bit” and ‘Very much’ will yield equal-
interval scales for patients’ responses to any or all of the questions. Secondly, some of
the items are likely to take extreme values depending upon the disease or the effects
of its treatment. For example, cancer patients receiving certain forms of chemotherapy
will almost invariably experience considerable nausea. Hence, for these patients, items
such as nausea will have a highly asymmetric distribution with a ceiling effect of many
responses towards “Very much’. Thus QoL and PRO items frequently possess highly
skewed non-Normal distributions. Unfortunately, little work has been done on the impact
of this.

Example

Figure 6.5 shows the HADS data from cancer trials of the MRC, where many
items are markedly skewed and no items appear to have Normal distributions.
Several items also suffer from floor effects and tend to take minimum values for
most patients, notably items Q,, Qg, Q15 and Q,,, and all items except Qg have
very few patients with high responses.

Many other QoL scales may be expected similarly to contain items that devi-
ate markedly regarding Normality.
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Figure 6.5 Histograms of the 14 HADS items, using the dataset from Table 6.1.

There have been attempts to develop so-called asymptotically distribution-free
(ADF) factor analysis that makes no assumptions about the distribution of the data
(for example Bartholomew et al., 2011). However, results suggest that huge sam-
ple sizes may be necessary for acceptable performance — for example ADF on 15
variables with three ‘strong’ factors may require samples of between 2500 and 5000
observations.

Example from the literature

When Muthén and Kaplan (1992) simulated five-point variables of various
degrees of skewness for four models (2-4 factors, 6-15 variables), with 500
and 1000 observations they found “Chi-squared tests and standard errors ...
are not as robust to non-Normality as previously believed. ADF does not appear
to work well.”
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Does the violation of assumptions matter?

Since most models for factor analysis assume continuous data with Normally dis-
tributed error terms, while many PROs depart substantially from this by being both
categorical and non-Normal, what is the overall impact? The effect of these viola-
tions of assumptions is largely unknown, although empirical results and simulation
studies suggest that the techniques may be relatively robust to reasonable degrees
of departures. However, it seems likely that sample size, which in QoL studies is
sometimes small by any standards, should be increased so as to compensate for this.
As already noted for ML estimation, it is commonly found in practice that depar-
tures from Normality may have a marked effect upon testing goodness-of-fit and
the estimation of the number of factors, but has rather less impact upon the factor
extraction.

Unfortunately there is no simple rule of thumb to decide when ML estimation
may be applied. Any sign of appreciable deviation from Normality will be claimed
by critics as making analysis invalid, yet will be dismissed by the authors as of little
consequence.

6.9 Factor analysis in QoL research

Given all the attendant problems and difficulties, it is perhaps surprising that factor
analysis of QoL instruments so often results in apparently sensible factors. However,
this may be simply a reflection of the strong and obvious correlation structure that
underlies many ‘constructs’; often the results, not surprisingly, confirm the expected
QoL dimensions. Thus, provided there is adequate sample size, many studies do report
finding factors that represent groupings of variables that could have been anticipated
a priori to be correlated. However, many authors do also report major discrepancies in
the factor structure when they repeat analyses with different datasets.

Example

Fayers and Hand (1997a) reviewed publications concerning seven studies
reporting factor analysis of the RSCL. All publications agreed that the first fac-
tor represents general psychological distress and contains a broad average of
the psychological items, and that other factors were combinations of various
physical symptoms and side effects. However, there was considerable divergence
about the details of the physical factors, with studies claiming to find two,
four, five, seven or even nine factors. Several authors acknowledged that the
extracted factors were curious and not easy to interpret. For example, one study
combined dizziness, shivering, sore mouth and abdominal aches as a factor.
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Instability of factors, especially after the first one or two factors have been extracted,

is evidently a problem. Contributory reasons include the following:

1.

6.

Some variables have weak inter-correlations. This may occur because the under-
lying relationship really is weak, or because in a particular dataset the observed
correlations are weak.

. Some studies may be under-sized. This will tend to result in unreliable estimation

of the number of factors, and in poor estimation of the factor structure.

Some studies may be so large that, if care is not exercised, too many factors will
be identified because with very large numbers of measurements even weak inter-
correlations will suffice to pull a few variables together into a less meaningful factor.

Different sets of data may yield different factor structures. For example, in a can-
cer clinical trial the chemotherapy patients may experience both nausea and hair
loss, with these items appearing strongly correlated. In contrast, in a hormone
therapy trial, the same items could be relatively uncorrelated. Thus they would
form a single factor in the first study but would appear unrelated in the second.
Factors for symptoms and side effects can vary in different subsets of patients and,
for example in oncology, can depend upon site of cancer, disease stage, treatment
modality, patients’ gender and age.

Heterogeneous samples may yield strange factors. In a clinical trial comparing dif-
ferent treatment modalities, for example, factor analyses may produce factors that
are essentially group differences (see the example in Section 6.10). These factors
are non-obvious, difficult to interpret, and not consistent with the expectations of
the latent structure. If it is known that there are separate subgroups, one possibility
is to use the within-group correlation matrix of each subgroup and combine these
to provide ‘pooled within-group’ estimates for the analyses.

Some symptoms may be uncorrelated and yet contribute to the same scale. For
example, it might be thought clinically logical to regard eating problems as part
of a single scale, even though some patients (e.g. with head and neck cancer) may
be unable to eat because of an oral problem, while others (with oesophageal can-
cer) may be unable to swallow because of throat obstruction. A serious limitation
with respect to either item can have a major impact upon the patient’s eating, so-
cial functioning and QoL. Thus although the correlation between these two items
might be low, for many purposes it could be appropriate to combine them into a
single scale.

10 Limitations of correlation-based analysis

The reasons listed in the previous Section 6.9 are mainly a reflection of the fact that
factor analysis is solely based on an examination of the correlation-structure of the
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observed data. Thus it is misleading to think of ‘factors’ as necessarily reflecting
dimensions of QoL. Factors are merely groups of items that correlate more highly
within themselves than with other items.

A particularly common example of misleading factors can be found whenever
symptoms or side effects are included — as is commonly the case with disease-specific
questionnaires. Clinicians recognise these groups of highly correlated symptoms: a
syndrome is defined as ‘a group of concurrent symptoms of a disease; a characteristic
combination of emotions, behaviours, etc.” We should not be surprised if factor analy-
sis identifies these syndromes, as it is an ideal statistical tool for doing so. But although
the cluster of symptoms comprising a syndrome may be characteristic of the disease
process, the symptoms may be unrelated in terms of their impact on QoL and need
not necessarily form a logical dimension or QoL construct. The example in Section
6.11 illustrates these issues with a cluster of side effects that are typical of a particular
treatment.

Nor do correlations between symptoms indicate that they are equally important in
their impact on QoL; correlations merely tell us that patients with one severe symp-
tom are also likely to experience the other symptoms severely, too. Factor analysis of
symptoms and side effects can frequently be misleading. In Section 6.11 we explain
how it may be possible to extend the basic factor analysis model to allow for these
issues.

6.11 Formative or causal models

The models described so far have all been based upon the assumption that QoL
scales can be represented as in Figure 6.2, with observed variables that reflect
the value of the latent variable. For example, in the HADS, presence of anxiety
is expected to be manifested by high levels of Q,, O3, Os, O7, Q9, Q1 and Q3.
However, many QoL instruments include a large number of PRO measures cover-
ing diverse aspects. For example, the RSCL includes 30 items relating to general
QoL, symptoms and side effects; it also incorporates an activity scale and a global
question about overall QoL. For simplicity, we restrict consideration to 17 items.
Adopting a conventional EFA model, a path diagram such as that of Figure 6.6
might be considered.

This model assumes that a poor QoL is likely to be manifested by psycho-
logical distress, and that ‘psychological distress’ is a latent variable that tends to
result in anxiety, depression, despair, irritability and similar signs of distress. This
much does seem a plausible model. However, a patient with poor QoL need not
necessarily have high levels of all treatment-related symptoms. For example, a
patient receiving chemotherapy may well suffer from hair loss, nausea, vomiting
and other treatment-related side effects that cause deterioration in QoL. However,
other cancer patients receiving non-chemotherapy treatments could be suffering
from a completely different set of symptoms and side effects that cause poor QoL
for other reasons.
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Figure 6.6 Conventional EFA model for the RSCL, showing factors for general psychological
distress, pain, nausea/vomiting and symptoms/side-effects. Only 17 out of the 30 items on the main
RSCL are shown.

Thus a poor QoL does not necessarily imply that, say, a patient is probably
experiencing nausea; this is in contrast to the psychological distress indicators, all
of which may well be affected if the patient experiences distress because of their
condition. On the other hand, if a patient does have severe nausea, that is likely
to result in — or cause — a diminished QoL. Hence a more realistic model is as in
Figure 6.7, where symptoms and side effects are shown as causal indicators with
the directional arrows pointing from the observed variables towards the ‘symp-
toms and side effects’ factor, which in turn causes changes in QoL. The observed
items reflecting psychological distress are called effect indicators, to distinguish
them from the causal indicators. Thus effect indicators can provide a measure of
the QoL experienced by patients, while the causal indicators affect or influence
patients’ QoL.
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Figure 6.7 Postulated causal structure for 17 items on the RSCL. Treatment- or disease-related
symptoms and side-effects may be causal rather than effect indicators.

Example from the literature

Fayers and Hand (1997a) analysed RSCL data from an MRC trial of chemotherapy
with or without a-interferon for patients with advanced colorectal cancer. There
appeared to be four factors, representing psychological distress, symptoms,
nausea and vomiting, and pains and aches. At first sight the second factor,
labelled ‘symptoms’, contained a strange combination of items: lack of appetite,
decreased sexual interest, dry mouth, tiredness and lack of energy. However,
these five symptoms were precisely the items that the study team had reported
as the main treatment differences in the randomised trial. In other words, the
second factor is an interferon-related cluster of symptoms, and the item cor-
relations arise from treatment differences and not through any sense of this
necessarily being a single meaningful QoL construct.
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6.12 Confirmatory factor analysis and structural equation
modelling

EFA is ill equipped to deal with causal variables. Instead, a more general approach
has to be considered, with models that can represent structures such as those of
Figure 6.7 and can estimate the coefficients and parameters describing the various
paths. This approach is structural equation modelling (SEM). SEM models can be
complex to specify. Some programs for SEM modelling are listed at the end of this
chapter (Section 6.20), but SEM is also becoming widely available in many statisti-
cal packages. Although SEM is problematic for purely causal models, it is possible
to obtain estimates for some models in which there is a combination of reflective and
causal indicators, the so-called multiple indicator—multiple cause, or MIMIC, models.

One major difference between EFA and SEM is the emphasis that the latter places
upon prior specification of the postulated structure. Thus one form of SEM is also
known as confirmatory factor analysis, since a factor-analytic structure is pre-specified
and one major purpose of the modelling is to test — or confirm — how well the data
fit this hypothesised structure. Hence CFA focuses on goodness-of-fit tests, with the
model being accepted as adequate provided there is no strong counter-evidence against
it. Although such techniques have been widely used in areas such as educational and
personality testing, they are as yet little practised in the field of QoL. However, given
the many disadvantages associated with EFA, it should be apparent that SEM is likely
to be a far more appropriate approach. Despite this, it must still be emphasised that
many of the problems remain unresolved for SEM just as much as for EFA. In particu-
lar, criteria for goodness-of-fit are controversial, categorical data are hard to handle,
non-Normality of data remains a major issue since Normality underpins most of the
goodness-of-fit measures, and sample size is difficult to estimate in advance of carry-
ing out the study.

Example from the literature

De Vet et al. (2005) carried out a systematic review of the use of factor analysis
for validation of the SF-36. Twenty-eight studies were identified. In 15 of these
studies — over half — EFA had been used when the appropriate method should
have been CFA.

Although SEM is suitable for fitting causal models, it often cannot distinguish
between causal and non-causal models; both may be found to provide a seemingly
adequate fit to the dataset. This is because the underlying models that are appropriate
for representing QoL constructs are rarely of sufficiently clear forms that enable SEM
to reject the non-causal version while conclusively accepting the causal model as pref-
erable. Thus SEM can rarely be used for inferring causality of individual QoL items.
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Example from the literature

Gundy et al. (2012) explored the fit of seven alternative measurement models
for the EORTC QLQ-C30. Data were obtained from 4,541 patients with cancers
of various sites and with stages from early disease to advanced metastatic
cancer. They suggested that the PhysicalHealth/MentalHealth model of Figure
6.8 seemed on balance to be the most promising, while acknowledging that the
superiority of this model is “modest, and it remains to be seen whether its extra
complexity - as compared to e.g., the simple HRQoL model - provides tangible
(clinical) benefits”.

In this model Physical and Mental health are two higher-order factors, with
QLQ-C3 items 1 to 27 reflecting aspects of either or both of these higher-order
factors. QoL is reflected by items 29 and 30, the two global items. QoL can also
affect or be affected by Physical or Mental health.

One might speculate that Physical health would be affected by symptoms
such as pain, nausea and vomiting, fatigue, constipation and dyspnoea, result-
ing in a causal model with arrows from the items to ‘Physical’ in Figure 6.8.
However, Gundy et al. found no evidence of better fit for such a model.

i1[i2]i3|i4|i5 i6 | i7 i20]i25| |i21[i22 |i23 |i24 i26|i27

‘Qg' NN N\ NS

R & & &
2 \4
o

i18

s)c ()
D

i19

L] [m] 8] [ie]  [i7]  [izg]

Figure 6.8 A PhysicalHealth/MentalHealth structural model for the EORTC QLQ-C30.
Source: Gundy et al., 2012, Figure 1(b). CC BY-NC 2.0 (http://creativecommons.
org/licenses/by-nc/2.0/uk/). Reproduced commercially with permission of Springer
Science+Business Media.
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One of the largest hurdles for SEM in QoL research is that many models will inevitably
be complex. For example, feedback mechanisms may be present, with many variables
being a mixture of causal and effect indicators: difficulty sleeping may cause reduced
QoL, which may in turn cause anxiety, which causes further sleeping problems and so
further affects QoL. Diagrams such as Figure 6.6 and Figure 6.7 are a simplification
of reality. In addition, it may be impossible with data from ordinary QoL studies to
distinguish between alternative models: when variables can be both effect and causal
simultaneously, there are estimation problems and sometimes the solutions cannot be
determined uniquely. Many alternative models may all fit the observed data more-
or-less equally well. In many cases this might be anticipated from the scale develop-
ment process. Items that are highly correlated, whether causal or indicator items, most
commonly form conceptually logical clusters — except in rare cases such as toxic side
effects due to specific treatments, as illustrated in the examples above. More frequent
problems can arise with formative items, as in the example in Section 5.7, where dis-
ease-related pain was assessed using weakly correlated items representing pain in each
of the relevant locations; EFA and related techniques will interpret the low item-item
correlations as indicating multiple factors.

6.13 Chi-square goodness-of-fit test

One of the most important features of SEM is testing goodness of fit. The statistical
test that is used for this purpose is the chi-square test. However, statisticians have long
recognised that the chi-square test is fundamentally different from many other statisti-
cal tests (Berkson, 1938). The main issues are:

1. A statistical significance test aims to estimate the probability that such extreme
data as has been observed could have arisen purely by chance, if the null hypoth-
esis is true. In the case of the chi-square test, the null hypothesis is that the speci-
fied model will fully explain the patterns in the observed data.

2. Thus the chi-square test is a test of perfect fit. However, as we have seen, the mod-
els that we wish to explore are only ‘models’ and are inevitably a simplification
of reality. These models cannot provide a perfect fit. There is little point in testing
the absurd null hypothesis of perfect and exact fit.

3. A non-significant result merely indicates that the sample size is too small to be
able to provide sufficient evidence of misfit. By increasing the sample size we
can increase the chi-square statistic and make the p-value as highly significant as
we wish. The magnitudes of chi square and the p-value are thus completely unin-
formative.

4. As Berkson observed in 1938, what is the point of applying a chi-square test to a
moderate or small sample if we already know that a large sample would show p
highly significant?
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5. A measure or index of model adequacy, or ‘goodness of fit’, is only valid if its
magnitude is independent of sample size. If a model provides good (or poor) fit,
the same measured level of fit should be found irrespective of the size of the sam-
ple. Chi-square is not a valid measure of goodness of fit.

6. As Berkson noted, the name ‘Chi-square goodness-of-fit test’ is misleading. It is a
test of perfect fit, not adequacy or goodness.

7. Many of the problems associated with the chi-square test arise because we usu-
ally hope to accept the null hypothesis, as that would imply we have a model with
adequate fit. However, most significance tests aim to reject the null hypothesis,
thereby establishing that an effect is present. The chi-square test is arguably analo-
gous to an equivalence test, as for example when comparing two treatments with
the intention of establishing equivalence. In that setting, we usually start by defin-
ing a threshold below which we are willing to accept non-inferiority of the new
treatment. Applying similar logic to testing adequacy of structural models, what
we need is a prespecified goodness-of-fit threshold that indicates adequate fit to
the model. For that, we require a goodness-of-fit index.

In summary, the chi-square test cannot be recommended as an indicator for or against
good or adequate fit. A model may show statistically significant evidence of misfit, yet
still be a useful and practical simplification of reality. Alternatively, if a model does
not show significant evidence of misfit, we can only conclude that the sample size is
too small.

Example from the literature

Use of the chi-square test continues to cause controversy. Gundy et al. (2012)
found that none of the models they examined passed the stringent chi-square
test of model fit (p < 0.001 for all models), indicating that none of these mod-
els captured all of the systematic variation in the data. They noted, however,
that with 4,541 observations, a chi-square test is quite sensitive to detecting
even the smallest of deviations. Using a number of goodness-of-fit indices, they
decided that all of their models “demonstrated at least an ‘adequate” approxi-
mation to the data”. This provoked a commentary from McIntosh (2012), who
cited a comment from Karl Joreskdg: “the chi-square is all you really need”. In
their response, Fayers and Aaronson (2012) used the points listed above, and
also noted that another (anonymous) reviewer had written “I'm glad you report
the df and chi-square in Table 2, but please stop talking about it as a measure
of fit. It is useless as such with the N that you have”.

Thus the controversy about the appropriate goodness-of-fit measures was
clearly in evidence in the reviews of the manuscript. Gundy et al. decided to
report both chi-square and a variety of other approximate goodness of fit indi-
ces, but largely ignored the chi-square statistics and the corresponding p-values.
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6.14 Approximate goodness-of-fit indices

Instead of using chi-square, conclusions should be based largely upon the magnitude
of approximate goodness-of-fit indices, known as AGFIs. These are less sensitive to
sample size. Unfortunately, many goodness-of-fit indices have been proposed, each
with varying properties, and it is difficult to make a specific recommendation. We list
a few of the more commonly used indices and thresholds (Kline, 2010; Browne and
Cudeck, 1992; Hu and Bentler, 1999).

Comparative Fit Index (CFI) ranges from O (poor fit) to 1 (perfect fit), and is derived
by comparing the chi-squares of a baseline (null) model against the target model. Val-
ues of CFI > 0.95 are commonly taken to indicate good fit, and values > 0.90 indicate
acceptable fit. Some authors advocate more stringent 0.97 and 0.95 respectively.

The Tucker-Lewis Index (TLI), also known as the Non-normed fit index (NNFI)
also measures relative fit of the model chi-squares, and similar thresholds to the CFI
are commonly used. It is little affected by sample size, and has performed well in
simulation studies.

The Goodness of Fit Index (GFI) uses a ratio of chi-squares to calculate the propor-
tion of variance that is accounted for by the estimated population covariance matrix. It
usually ranges from zero and one, with GFI > 0.95 indicating good fit, and GFI > 0.90
for acceptable fit.

Root Mean Square Error of Approximation (RMSEA) measures the discrepancy
between the observed and model-implied covariance matrices, adjusted for degrees of
freedom. It is an assessment of approximate fit to the population covariance matrix. A
commonly used rule of thumb is that a RMSEA < 0.05 indicates close fit, while values
between 0.05 and 0.10 indicate acceptable fit, and values > 0.10 indicate poor approxi-
mate fit. Confidence intervals can be calculated for RMSEA.

The Standardised Root Mean Square Residual (SRMR) is an overall badness-of-fit
measure that is based on the fitted residuals, where the residuals are the differences
between the observed values and those estimated by fitting the model. Thus, zero indi-
cates perfect fit. An SRMR < 0.05 indicates good fit although it is not independent of
sample size and so must be interpreted with caution.

Hu and Bentler (1999) have suggested a two-index presentation format. This
always includes the SRMR, with one of the NNFI (TLI), CFI, RMSEA or a couple of
others (not described here). Hu and Bentler also discuss the use of other thresholds
for acceptable fit. Both the indices and the thresholds to be used must be prespeci-
fied in a protocol before any analyses are made. In the case of inadequate model
fit, residuals and modification indices can be examined in order to detect possi-
ble causes. However, Barrett (2007) argues persuasively against the use of AGFIs,
citing a number of examples that demonstrate the problems that can arise; a number
of companion articles were published simultaneously, debating the quandary that
this presents for SEM. Despite the controversial problems, most researchers con-
tinue to apply the recommendations of Hu and Bentler (1999), while regarding the
thresholds as guidelines, not strict cut-offs, and assessing model fit on the indices
collectively.
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6.15 Comparative fit of models

So far we have assumed a single hypothetical model is being fitted to the data. In many
cases, as in the example above, a number of models are proposed and the objective is
to select the model that provides the best adequate fit. In such a case it makes sense to
test whether there is sufficient evidence to claim one model superior to another; if there
is no statistically significant difference, we must accept that there is a lack of evidence
to support claims of model superiority. On the other hand, as with any statistical sig-
nificance test, a significant p-value indicates that there is evidence supporting a claim
of model superiority but provides no indication of the magnitude of the difference. For
that, we must again resort to AGFIs.

The chi-square difference test is most commonly used for testing between two models.
This is only valid if the models are nested, in the sense that the more complex model is the
same as the simpler model but with additional constraints. For comparing goodness of fit,
the AGFIs described above can be compared for the two or more models. In addition, the
Akaike Information Criterion (AIC) is sometimes used (Burnham and Anderson, 2004).
The AIC adjusts the chi-square value for the number of estimated parameters, and is a cri-
terion for badness of fit. Publications commonly cite the AIC and GFI or variants of these
indices. Differences greater than 0.01 between pairs of TLIs, CFIs or RMSEAS are typi-
cally considered to be substantial enough to merit attention (Cheung and Rensvold, 2002).

Example from the literature

Gundy et al. (2012) grouped their seven postulated models into three ‘branches’
of nested models, and presented a table of chi-square tests for each branch. In
addition, they compared CFI, TLI and RMSEA for each model (Table 6.7). The
PhysicalHealth/MentalHealth model was ‘slightly” superior to the other models,
although as noted above it remains unclear whether the differences are large
enough to provide tangible clinical benefits.

Table 6.7 Tests of fit and approximate goodness-of-fit indices for various structural models
of the EORTC QLQ-C30

Model Chi-square* df CFI TLI RMSEA
1. ‘Standard” Model 134 15 0.96 0.98 0.042
2. Physical Health, Mental Health, & QL 234 19 0.92 0.98 0.050
3. Physical Burden, Mental Function, & QL 248 18 0.92 0.97 0.053
4. Symptom Burden, Function, & QL 294 18 0.90 0.97 0.058
5. HRQL & QL 297 18 0.90 0.97 0.058
6. Formative Symptom Burden (free 277 17  0.91  0.97 0.058
weights), Function, & QL
7. Formative Symptom Burden (fixed 300 17  0.90 0.96 0.061

weights), Function, & QL

*All chi-square tests of model fit were significant at p < 0.001.
Source: Gundy et al., 2012, Table 2. CC BY-NC 2.0 (http://creativecommons.org/licenses/by-nc/2.0/uk/).
Reproduced commercially with permission of Springer Science+Business Media.
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6.16 Difficulty-factors

Some scales contain items of varying difficulty or severity. For example, we have illus-
trated the physical functioning scale of the EORTC QLQ-C30, which in Section 3.8
we described as hierarchical or Guttman scale. Such scales, especially when formed
by categorical items that have a limited range of response options — as is frequently the
case when assessing PROs — can present problems for EFA and other analyses based
on correlations (Ferguson, 1941). Consider a characteristic mobility scale: items such
as run a long distance or carry heavy loads are aimed at discriminating between high
performance patients, and these patients will presumably nearly all respond to items
about standing up or getting out of bed using the single category ‘no problem at all’.
Conversely, the majority of those patients with very low performance are likely to
choose the category ‘not at all’ for ability to run a long distance or carry heavy loads.
Thus the most and least difficult items will have weak correlation with each other,
largely because of attenuation caused by the coarseness of the categories. This is prone
to result in EFA mistakenly identifying two distinct difficulty-factors: one scale (fac-
tor) for high-mobility items and another for low-mobility items. In some examples,
more than two difficulty-factors may be reported.

In the next two chapters, on item response theory (IRT) and computer-adaptive test-
ing, scales that are deliberately based on items of varying difficulty will be described.
These methods usually assume unidimensionality. The difficulty-factors that are some-
times seen in this situation may appear confusing, even though the problems of diffi-
culty-factors have long been recognised. As Gibson (1960) commented: “The dilemma
of difficulty-factors has beset factor analysts for many years. When a group of tests
quite homogeneous as to content but varying widely in difficulty is subjected to fac-
tor analysis, the result is that more factors than content would demand are required to
reduce the residuals to a random pattern.”

Example from the literature

Helbostad et al. (2011) describe the development of a computer adaptive
assessment tool for evaluating the mobility of patients in palliative care. Since
item response theory was being used for the item selection and scaling, the
authors applied EFA to explore the dimensionality of the mobility scale. This
suggested there were two underlying dimensions for mobility.

However, an alternative explanation is that one factor contained the least
demanding items and reflected lower levels of functioning, and the other factor
covered the most physically demanding items relating to higher functioning lev-
els. Thus, the factors might be merely reflected the clustering of similar items in
these areas rather than two essentially different factors. However, as Helbostad
et al. observed, ‘difficulty-factors’ have been a long-recognised phenomenon
in factor analysis. The items selected for the mobility item-bank certainly vary
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extremely widely in their difficulty, unlike the items most commonly seen in tra-
ditional psychometric tests where factor analysis is likely to be more appropriate.

The strikingly linear pattern of the item-loadings in Figure 6.9 may be com-
pared to the clusters of items that are more commonly seen for EFA, as in
Figure 6.3; this is consistent with difficulty-factors. The high internal consist-
ency (Cronbach’s alpha = 0.97) and a moderate to high correlation of items to
the total scale further indicates good internal consistency of the scale. Thus,
overall, the assumption of unidimensionality seems plausible.
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Figure 6.9 Plot of Factor 2 against Factor 1, using the rotated factors from EFA of the
mobility items. Source: Helbostad et al., 2011, Figure 1. Reproduced with permission of
Springer Science+Business Media.

6.17 Bifactor analysis

As noted in Section 6.16, IRT models usually assume unidimensionality, implying that
a single latent variable suffices to explain the observed item-responses. The validity of
IRT applications (including linking, adaptive testing, scoring) depends critically on the
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unidimensionality assumption. However, apart from simple homogeneous measures,
few multi-item scales are likely to be strictly unidimensional. In many cases, multi-
dimensionality is due to the heterogeneous item content that is required to properly
represent the complexity of health constructs. Acknowledging this fact, researchers
have focused on methods of exploring whether data are ‘unidimensional enough’ for
application of IRT. Such scales may be termed ‘essentially’ or ‘sufficiently’ unidimen-
sional. While various methods have been proposed, Reise ef al. (2007) advocate the
use of bifactor analysis and provide an illustration using PROs.

In essence, bifactor analysis consists of fitting a model in which each item is allowed
to load on a ‘common factor’ and more specific ‘group factors’. The common factor is
formed as a general overall factor from all of the items. The group factors are the mul-
tiple dimensions that are hypothesised to exist, for example either derived from prior
beliefs or as a result of EFA. In the simplest case, the comparison might assess whether
the items represent two distinct dimensions with each item belonging to one and only
one of the two group factors, or whether a single-dimension solution is adequate. The
factors are constrained to be ‘orthogonal’ or mutually uncorrelated, so that all covari-
ance is partitioned either into loadings on the common factor or onto the group factors.
If the standardised loadings on the common factor are all salient (defined as > 0.30)
and substantially larger than loadings on the group factors, the item pool is considered
to be sufficiently homogeneous (McDonald, 1999). We are also interested in examin-
ing whether the loadings for the common factor (from the bifactor model) are only
slightly reduced from the loadings obtained by fitting only a unidimensional factor;
this would support claims for sufficient unidimensionality. When modelling patient-
reported outcomes, the bifactor model has been suggested as having advantages over
the closely related concept of higher-order factors (Chen et al. 2006).

Example from the literature

Pain is frequent in palliative cancer patients. Reliable pain assessment is nec-
essary for patient management, treatment decisions, and clinical studies. In
palliation, the most important dimensions of pain are intensity and interfer-
ence. However, since pain interference is a consequence of and largely reflects
pain intensity, Fayers et al. (2011) postulated that an overall summary measure
of pain severity could be constructed by combining these two dimensions. Pain
items, extracted from various validated questionnaires, were available from
assessments of 395 cancer patients in palliative care and 168 chronic pain
patients.

Experts reviewed the pain items, determining whether they assessed mainly
pain intensity or pain interference (Table 6.8). EFA confirmed that both
one- and two-dimension models (Models 1 and 2) were consistent with the
observed data. The one-factor solution of Model 1 accounted for about 82%
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of the variation in the data, while the two-factor solution increases this by a
modest amount to 89.8%, again providing but limited support to the presence
of two factors. Model 3, the bifactor model, simultaneously fits a common
factor as well as the intensity and interference factors. Factor loadings from
Model 3 suggest that although it would be reasonable to regard the pool of
items as unidimensional, it is preferable to retain two factors. This is shown
by the loadings for the interference and the intensity items in the bifactor
model, which are mainly above 0.3, while those for the common factor were
rather lower than loadings shown for Model 1. This suggests that the intensity
and the interference items do form separate clusters that are distinct factors
or ‘dimensions’ of pain. However, the reduction from Model 1 is not substantial
and thus the results of the bifactor analysis also imply that the two dimen-
sions may be combined with little loss of information to form a single factor
for overall pain severity.

Subsequent analyses also suggested that the two-factor solution might be
simply an example of ‘difficulty-factors’, with the interference items predomi-
nantly indicating very high levels of pain.

6.18 Do formative or causal relationships matter?

Section 6.10 argued that there EFA should be used with caution when there are causal
items, and Section 6.11 supported this with an example in which a factor was clearly
a heterogeneous combination of treatment-related side effects that made little sense as
a meaningful construct of QoL. On the other hand, in Section 6.12 the large study by
Gundy et al. (2012) failed to find evidence that a causal model provided better fit. At
first sight this may seem curious.

The technique of EFA was originally developed with parallel, reflective items firmly
in mind (see Sections 2.6 and 2.7). In such a model, the items have been selected and
developed as being independent characteristics of the postulated underlying latent vari-
able, such as intelligence or personality. In contrast, in QoL research, for disease- or
treatment-specific instruments we endeavour to identify all the symptoms that are rel-
evant and impact on a patient’s well-being. In the first case, EFA identified clusters of
highly correlated items — factors — and these can reasonably be interpreted as constructs
that underlie the latent variable. In the second case, EFA again identifies clusters of
highly correlated items; that is what EFA is good at doing. This time, however, when
symptoms are highly correlated and form ‘symptom clusters’, it is because they are
closely related, both conceptually and through underlying biological mechanisms. For
example, it is no surprise to find nausea and vomiting are highly correlated and form a
“factor’. Nor is it in the least surprising that items assessing pain severity and pain inter-
ference are correlated and form a ‘factor’. Usually the factors from EFA will be concep-
tually sensible, because highly correlated items are usually closely related to each other.
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Two examples where this fails have been provided. Firstly, Fayers and Hand
(1997a), as described in Section 6.11, exemplified this by deliberately choosing a sam-
ple in which a control group of patients is contrasted against another group of patients
receiving a treatment known to provoke a mixture of ‘causal’ side effects; a seemingly
illogical combination of symptoms formed a factor. Secondly, EFA failed to produce
the desired result in the example of items in the pain scale of Whistance et al. (2009),
described in Section 5.7. Here, the three pain items are weakly correlated formative
indicators, and EFA would not indicate a single factor even though the items can com-
bine to form a scale for ‘pain at any relevant site’.

When formative or causal items are included, any extrapolation of the EFA results
to QoL constructs is dubious and relies upon additional assumptions that are frequently
true but rarely spelt out. For example, if an instrument developer included some items
that are irrelevant to QoL but are highly correlated with each other, EFA would cor-
rectly identify them as a ‘factor’ even though they are irrelevant to the construct sup-
posedly being evaluated. But if we assume that the instrument developer has been
thorough and sensible, such items would already have been thrown out before get-
ting as far as EFA. Similarly, before even collecting data, instrument developers have
usually selected and included items because they were deemed to have high impact
on QoL.

So, with EFA we usually obtain the ‘right’ answers, but for the wrong reasons. The
wrong theoretical model is being applied, but it may frequently appear to work well
in practice. The factor loadings for causal indicators are difficult to interpret, and for
composite indicators are meaningless.

6.19 Conclusions

Causal models, SEM and CFA hold great potential but have been little used in QoL
research. There remain many controversial issues to be resolved before they can be
recommended for routine usage. The simplest of the three, EFA, has many disadvan-
tages, not the least of which is that it will frequently be an inappropriate model for
QoL instruments because of the occurrence of causal indicators. Perhaps the principal
attraction of EFA is its relative ease of application, and its ability to suggest possible
factors in the data; but, as emphasised, these factors must be regarded as tentative and
treated with circumspection. Also, provided one can be confident that only indicator
variables are present, EFA offers convenient facilities for assessing the number of fac-
tors necessary to explain the data; dimensionality should always be explored before
applying techniques such as item response theory. EFA is available through many of
the commonly used statistical packages, and analyses using EFA can readily be car-
ried out. On the other hand, SEM models are considerably more difficult to specify,
even though most software is moving towards model specification using graphical path
diagrams. The results output by the software packages are more difficult to interpret.
Large sample sizes are required to fit or evaluate these models. But SEM does offer an
appropriate means for confirming construct validity.
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The emphasis with all three procedures is in testing goodness-of-fit of models.
Alternative methods, such as item response theory, offer more justifiable methods for
developing the scoring algorithms for questionnaires.

One overall conclusion should be that EFA, CFA and SEM are not black-box pro-
cedures that can be applied blindly. Before embarking on any such analysis, the inves-
tigator must consider the possible path structures for the relationships between the
explanatory variables and the latent structures. Usually there will be a number of alter-
native models that are thought plausible. The role of the approaches we have described
is to examine whether one or more of these models provides reasonable fit, and if it
does the investigator may feel satisfied. But this neither ‘proves’ that the model is cor-
rect and unique, nor that the scale has been truly ‘validated’; it confirms only that there
is no evidence of bad fit.

6.20 Further reading, and software

Although dated, the book by Gorsuch (1983) is still recommended for a detailed
description of factor analysis and related techniques. A more up-to-date and briefer text
is Child (2006). Unlike many others on this topic, these books avoid detailed mathemat-
ics while covering factor analysis in depth; for example, Gorsuch has a whole chapter
about selecting the number of factors, and two chapters about rotation methods. Nun-
nally and Bernstein (1994) contains extensive chapters about EFA and CFA, and has the
advantage of greater emphasis on psychometric scales. Structural equation and latent
variable models are fully described by Bollen (1989) and Kline (2010). Barrett (2007),
and the many companion articles that were published simultaneously, make interesting
reading about goodness-of-fit indices and the chi-square test of perfect model fit.

Widely used programs for fitting SEM models include AMOS (Arbuckle, 2009),
EQS (Bentler, 1995), LISREL (Joreskog and S6rbom, 2006) and MPLUS (Muthén
and Muthén, 2010). Byrne (1998, 2006, 2009, 2011) has written practical books exem-
plifying the use of all these packages. Many statistical packages now implement SEM
facilities.



Item response theory and
differential item functioning

Summary

In contrast to the traditional psychometrics, item response theory introduces a different
underlying model for the responses to questions. It is now assumed that patients with
a particular level of QoL (or other PRO) will have a certain probability of respond-
ing positively to each question. This probability will depend upon the ‘difficulty’ of
the item in question. For example, many patients with cancer might respond ‘Yes’ to
‘easy’ questions such as ‘Do you have any pain?’, but only patients with a high level
of pain are likely to reply ‘Yes’ to the more ‘difficult’ question ‘Have you got very
much pain?” This chapter explains the role of item response models for instrument
development, and how to fit them. Use of these models to examine the psychometric
properties of items and scales, and in particular differential item functioning, is also
described.

7.1 Introduction

As we have seen, under the traditional psychometric model of parallel test items with
summated scales, it is assumed that each item is a representation of the same single
latent variable. This is therefore a simple form of unidimensional scaling, in which it
is frequently assumed that the items are of equal importance for measuring the latent
variable, and that summated scales with equal weights can be used. It is also implicit to
this model that the intervals between the levels (responses) for each category are equal,
so that (e.g. on a typical four-category scale as used on QoL questionnaires) a change
from 1 to 2 is of equal importance as a change from 2 to 3. Since it is assumed that each
item is an equally strong estimator of the latent variable, the purpose of increasing the
number of items is to increase the reliability of the scale and hence improve the preci-
sion of the scale score as an estimate of the latent construct.

Quality of Life: The Assessment, Analysis and Reporting of Patient-Reported Outcomes, Third Edition.
Peter M. Fayers and David Machin.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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In contrast, item response theory (IRT) offers an alternative scaling procedure. IRT
was developed largely in fields such as education, and initially focused upon the simple
situation of binary items such as those that are frequently found in educational tests and
which are scored ‘correct’ or ‘wrong’. There are a number of reasons explaining the
importance of IRT in education. Firstly, the traditional psychometric theory of parallel
tests tends to result in items of equal difficulty. In educational tests this is not appropri-
ate, as it tends to polarise students into those who find all questions easy and those who
do not have the ability to answer any question. IRT methods lead to examinations that
include questions of varying difficulty, enabling students to be classified into levels of
ability. Secondly, educational tests should not discriminate unfairly between students
of equal ability but of different sex, race, culture, religious background or other fac-
tors deemed irrelevant. IRT provides sensitive methods for detecting differential item
functioning (item bias) in different subgroups. Thirdly, in annual examinations the
questions will have to change in each successive year to prevent students learning of
the correct solutions. IRT provides methods for standardisation, to ensure that each
year the examinations contain questions of similar difficulty and result in comparable
overall scores. Fourthly, when students are faced by questions that are beyond their
capability, if the valid responses are ‘Yes’ and ‘No’, it is likely that a proportion of the
correct responses will be simply lucky guesses. IRT models can support adjustment for
guessing, although this is less relevant in clinical applications. Thus IRT meets many
of the demands of educational tests and much of the terminology such as fest difficulty
and item bias is most easily explained with reference to educational examinations.

Many aspects of IRT are equally pertinent to PROs and QoL. IRT is most clearly
of relevance when considering scales that aim to classify patients into levels of abil-
ity, for example activities of daily living (ADL) or other physical performance scales.
These scales usually contain questions describing tasks of increasing difficulty, such
as ‘Can you walk short distances?’, ‘Can you walk long distances?’ and ‘Can you do
vigorous activities?” with ‘Yes” or ‘No’ response items. As a consequence, the earli-
est examples of IRT in relation to PROs have been in the area of assessing ADL and
mobility. Pain assessment is another natural field of application because level of pain
may be regarded as analogous to level of ability, and many pain instruments contain
items relating to severity or ‘difficulty’.

From a modelling perspective, the main difference between IRT and traditional
methods is that IRT considers the probability that a respondent selects particular cat-
egories of each item, whereas traditional methods focus on average scores; an obvious
analogy can be made with linear regression versus logistic and ordered logistic regres-
sion. Historically, early applications of IRT focused on binary outcomes such as Yes/
No or Correct/False while most PRO items permit responses at more than two levels
and multicategory IRT is commonly applied.

Considering the practical aspects of item selection highlights the differences
between the traditional parallel test and IRT approaches. A simple traditional test
might consist of a single item, scored with multiple categories ranging from very poor
(lowest category) to excellent (highest category). Then ability is assessed by the level
of the response category. To increase precision and reliability, using traditional theory,
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additional parallel tests would be introduced and the average (or sum-score) used as
the measure. In contrast, under the IRT model, items are chosen to be of varying dif-
ficulty, and to increase precision and reliability any additional items that are introduced
are chosen so as to have difficulties evenly distributed over the range of the continuum
that is of greatest interest. Although originally IRT-based tests included mainly dichot-
omous items, there has been a trend towards multicategory tests that can take three or
four response levels.

In this chapter we primarily consider the application of IRT methods for valida-
tion of instruments, including the use of IRT to identify both the amount of informa-
tion provided by each item in a multi-item scale and the extent of any differential
item functioning. The next chapter describes how IRT can also be used for scoring of
responses even when respondents complete different subsets of items, and how this can
be exploited in the development of efficient computer-adaptive tests.

7.2 Item characteristic curves

The principal concept in IRT is the item characteristic curve, usually abbreviated as
ICC (not to be confused with ICC, intraclass correlation). The ICC relates the prob-
ability of a positive response to the level of the latent variable. If we consider a ques-
tionnaire that is intended to measure physical functioning, the ICC for a single item is
constructed as follows.

First, we require an estimate of the latent variable (overall physical functioning) for
each patient. Ideally there would be an independent estimate of the ‘true’ value of their
physical functioning, but in practice that is unknown. Possible choices include use of
(i) a global question such as ‘Overall, how would you rate your physical condition’,
(i1) an internally derived estimate based upon a number of items on the questionnaire,
or (iii) another, possibly lengthier, questionnaire that has already been validated. For
each level of the latent variable it is possible to calculate the percentage or probability
of patients who respond positively to the item. When items have multiple response cat-
egories, it is customary to collapse them into two levels for estimating the probability
of, for example, having ‘no difficulty or limitations’ versus ‘some difficulty’. Usually
the ICC obtained will look similar to those in Figure 7.1. The global score is assumed
to be an estimate of the true value of a latent variable, 6, such as physical functioning.
Thus patients with a global score of 3 will on average give a positive response to item
A approximately half of the time, but have only a very small probability (less than
0.05) of responding positively on item B.

Item difficulty

In educational examinations there is the concept of difficulty when comparing items.
The more intelligent or more successful pupils are able to answer even difficult ques-
tions successfully. In Figure 7.1, the two items shown vary in their difficulty. If the
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Figure 7.1 Ttem characteristic curves (ICCs) for two items of differing difficulty.

global score described educational attainment, item B would represent a more difficult
question since for any particular global score the probability of answering B correctly
is less than that for A. Although ‘difficulty’ is also a suitable word for describing abil-
ity to perform physical functions, it may be intuitively less obvious for describing
some other aspects of PRO measures. It simply means that for a given value of the
latent variable fewer patients will answer positively to a question related to a more
advanced symptom or a more demanding task. Thus the difficulty parameter identifies
the location of the item along the construct’s continuum. In this chapter we adopt the
widely used terminology ‘item difficulty’, although some authors prefer the less spe-
cific or more neutral words ‘item location’.

One of the most useful features of IRT is that it provides a solid theoretical
framework for estimating this item difficulty. Thus IRT facilitates the design of
questionnaires containing items with a spread of levels of difficulty, and ena-
bles formal procedures to be used for selecting these items. It also leads to the
development of scaling and scoring procedures for the aggregation of items into
summary measures of ability. It provides methods for comparing different ques-
tionnaires and enables measures of patients’ ability scores to be standardised across
instruments.

Another important aspect of IRT is that it is ‘sample free’, because the relative item
difficulties should remain the same irrespective of the particular sample of subjects.
Thus the most difficult item remains the most difficult item irrespective of the sample
and the mix of patient ability levels. It is this feature that enables IRT to be used for
providing standardised tests.
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Item discrimination

In Figure 7.1, a patient who responds positively to item A is most likely to have a
global score of 3 or more; however, even about 10% of patients with a global score of
2 are expected to respond positively. Thus a positive response to A does not provide
a clear indication of the global score. An ideal test item is one with an ICC nearly
vertical, since the central sloping region of the S-shaped curve represents the region
of uncertainty in which we cannot be certain whether patients with a specified value
of the global score will respond positively or negatively to the item. Conversely, an
extremely poor item would be one with an ICC close to the horizontal line correspond-
ing to a probability of 0.5, for which all patients irrespective of their global score
would answer positively half the time; this item would contain no information about
the patients’ ability.

The ability of a test to separate subjects into high and low levels of ability is known
as its discrimination. Thus discrimination corresponds to the slope of the curve, and
the steeper the slope the better. In Figure 7.2, item A discriminates between patients
better than item B. Thus, for item A, patients whose global score is less than 2 will
answer positively with low probability, and patients with a score greater than 4 will do
so with high probability. Only those patients whose score is between 2 and 4 may or
may not respond positively — a range of uncertainty of 4-2. In contrast, item B has a
wider range of uncertainty of approximately 7-3.

Difficulty and discrimination are the two fundamental properties of binary items in
questionnaires. If an item has poor discrimination, it may help to include several other
items of similar difficulty so as to improve the reliability of the test. If an item has
good discrimination, it is less necessary to have additional items with closely similar
difficulty. An ideal test would consist of evenly spaced, near vertical ICCs that cover
the range of abilities that are of interest.

7.3 Logistic models

Although IRT is a generic term for a variety of models, the most common form is the
logistic item response model. It has been found that logistic curves provide a good fit to
many psychological, educational and other measurements. If a patient, A, has an ability
which is represented by the latent variable 6, then for a single item in a test the basic
equation for the logistic model takes the form

exp{6, — b}

7.1
1+exp{6, — b}’ 7D

P(eh):

where P(8),) is the probability of a positive response by patient £, exp is the exponential
function, and b is the item difficulty that we wish to estimate. Alternatively, this equa-
tion can be rearranged and written in the so-called logit form
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P®6,) |_ .,
1og[71_P(0h)J_(9h b). (7.2)

Thus b is the value of ), that has a probability of 0.5 for being positive (or negative).
For example, in Figure 7.1, if the global score is 3 (b = 3) then item A has probability
of 0.5 of being endorsed, and similarly when b =5 for item B.

Since equation (7.1) requires only a single parameter b to be estimated, it is com-
monly described as the one-parameter logistic model. 1t is also often called the Rasch
model in honour of the Danish mathematician who promoted its usage in this area
(Rasch, 1960). This equation can be generalised by adding a second parameter, a. It
then becomes

P(G )_ exp{a(@,—b)}

)= . (7.3)
1+expf{a(0,—b)}

The parameter a in equation (7.3) measures the slope of the ICC curve and is called
the discrimination of the test. This is known as the two-parameter logistic model.
Figure 7.2 shows ICCs with the same values of b as in Figure 7.1, but with a taking the
values 1.75 for item A and 1.0 for item B. When there are n items on the questionnaire
it is possible to fit a generalised form of equation (7.3), with different values of a and
b for each item.
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Figure 7.2 Ttem characteristic curves for two items of differing discrimination and difficulty.
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One of the important properties of the logistic item response model is that it proves
unnecessary to have estimates of the latent variable 6, provided one is interested only
in the relative difficulties and discrimination of the items. The reason for this is that
one can identify the relative positions of the curves without knowing the true values
of the latent variable. These relative positions, corresponding to the relative sizes of
the b-parameters, are usually expressed in terms of log odds-ratios (logits). A logit dif-
ficulty is the mean of the log odds that a patient of average ability will be able to move
from one category to the next higher one. Typically the logits will range from —4 to +4,
with +4 being the most difficult test.

Logistic regression

Although Rasch and other item response models are logistic models, there are crucial
distinctions between estimation for IRT and standard statistical logistic regression. In
logistic regression, € is known and is the dependent or ‘y-value’; in the Rasch model it
is unknown. In the Rasch model, 6, takes different values for each patient, &, leading
to as many unknown parameters as there are subjects. Hence IRT is related to the so-
called conditional logistic regression. For each item, i, one or more of the correspond-
ing item parameters @; and b; have to be estimated according to whether the one- or
two-parameter model is used.

Example from the literature

Haley et al. (1994) used IRT to examine the relative difficulty and the reproduc-
ibility of item positions of the 10-item physical functioning scale of the MOS
SF-36, in a sample of 3,445 patients with chronic medical or psychiatric condi-
tions. The Rasch one-parameter logistic model was used, with each item first
dichotomised into ‘limitations’ or ‘no limitations'"

The item difficulties of Table 7.1 were estimated in terms of Rasch logit val-
ues, and largely confirmed the authors’ prior expectations. ‘Bathing or dressing’
was the easiest task (with a value —3.44), and ‘vigorous activities” the most
difficult (+3.67). The standard errors (SEs) of the b-values show the observed
differences to be highly significant (greater than 2 x SE).

Item difficulties are clustered in the central region of the scale, with four
items between —0.5 and +0.5. There is weaker coverage of the two extremes
of the scale. The goodness-of-fit statistics (which we describe in Section 7.5)
indicate that the Rasch model does not fit very well, with three items scor-
ing item-misfit indices greater than +2, and another five items scoring less
than —2.
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Table 7.1 Rasch analysis of the PF-10 subscale in the SF-36

b
PF-10 items Ttem difficulty SE Item-misfit index
Vligorous activities 3.67 0.04 2.3
Climbing several flights of stairs 1.44 0.04 -3.4
Walking more than one mile 1.27 0.04 —-0.2
Bending, kneeling, stooping 0.36 0.04 6.2
Moderate activities 0.18 0.04 —2.7
Walking several blocks —0.11 0.04 -3.1
Lifting, carrying groceries —0.36 0.04 0.0
Climbing one flight of stairs -1.07 0.05 -5.1
Walking one block -1.93 0.06 -3.2
Bathing or dressing —3.44 0.07 8.9

Source: Hayley et al., 1994. Reproduced with permission of Elsevier.

7.4 Polytomous item response theory models

The models described have been for binary or dichotomous items. Most QoL ques-
tionnaires use polytomous items. Creating dichotomous responses by grouping the
response categories (as was done in the example of Table 7.1) results in loss of infor-
mation. Appropriate models should be used according to the data. Although various
other IRT models have been proposed for particular applications, such as psychomo-
tor assessment, we focus on those models that are most commonly encountered in
outcomes research. One approach that has been proposed for ordered categorical data
involves dichotomising the data repeatedly at different levels, so that each g-category
item is effectively decomposed into g — 1 binary questions. Thus an item that has three
levels (such as ‘not limited’, ‘limited a little’, ‘limited a lot”) can be regarded as equiva-
lent to two binary questions: ‘Were you limited a little in doing vigorous activities?’
(Yes or No), and ‘Were you limited a lot in doing vigorous activities?” (Yes or No). In
this way the PF-10, for example, is equivalent to 20 binary questions that can be ana-
lysed by a Rasch analysis. A number of models have been proposed that adopt this and
other strategies. The most commonly used polytomous models are the graded response,
partial credit, rating scale and generalised partial credit models, and these have all been
used for modelling PROs that have ordered categorical response options. With these
models it is usual to refer to thresholds rather than difficulties, where the threshold
parameters identify the boundaries between successive categories; a response thresh-
old is defined as the point at which a pair of consecutive response categories for an
item are equally likely to be endorsed. Table 7.2 summarises the main models. Those
that constrain the item slopes (discrimination) to be equal across all items belong to
the ‘Rasch family’ of models.
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Table 7.2 Characteristics of the main IRT models

Model characteristics

Model Item response format ~ Discrimination  Difficulty/Threshold
Rasch Model 1-PL Dichotomous Equal across Varies across items
(One Parameter all items*
Logistic Model)
Two Parameter 2-PL Dichotomous Varies across Varies across items
Logistic Model items
Nominal NRM Polytomous (no pre-  Varies across No ordering of category
Response Model specified ordering of  items thresholds

response categories)
Graded Response =~ GRM Polytomous, Varies across Varies across items
Model ordered categories items
Partial Credit PCM Polytomous, Equal across Varies across items
Model ordered categories all items*
Rating Scale RSM Polytomous, Equal across Distance between
Model ordered categories all items* categorical threshold steps

is constant across items

Generalised Partial GPCM  Polytomous, Varies across Varies across items
Credit Model ordered categories items

*Models with equal discrimination across all items belong to the ‘Rasch family’.

7.5 Applying logistic IRT models

Having seen the range of IRT models, how should we choose, fit and evaluate a suit-
able model?

Choosing IRT models

There is some controversy between those who favour the one-parameter Rasch model
(and the corresponding generalisations for polytomous data), as opposed to those who
advocate the more general two-parameter models. In education, where so much of the
development of IRT has been carried out, there is a limitless choice of potential exami-
nation questions that can be coded ‘right” or ‘wrong’. The enthusiasts for the Rasch
model point to the relative robustness of this model, and to a number of other desirable
features to do with simplicity and consistency of scoring the scales. Thus they advocate
selecting test items that fit the Rasch model, and rejecting all other candidate test items.
In other words, they choose data that fit the model. In medicine, the choice of items is
usually restricted to those that have high face and content validity, and there are finite
choices for rephrasing any questions that do not fit the model. Thus it is common to find
that one-parameter models are inadequate, and that to obtain reasonable fit we must use
a two-parameter model. In medicine, we must choose a model that fits the data.

The choice of model can be tricky and is usually a combination of trial-and-error
and evaluation of goodness-of-fit. Few software packages fit the full range of models
and at the same time offer adequate diagnostics and goodness-of-fit measures.
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Examples from the literature

Reeve et al. (2007) argued in favour of the graded response model (GRM):
“The GRM is a very flexible model from the parametric, unidimensional, polyt-
omous-response IRT family of models. Because it allows discrimination to vary
item by item, it typically fits response data better than a one-parameter (i.e.
Rasch) model. Further, compared with alternative 2-parameter models such as
the generalised partial credit model, the model is relatively easy to understand
and illustrate to ‘consumers’ and retains its functional form when response
categories are merged. Thus, the GRM offers a flexible framework for modelling
the participant responses to examine item and scale properties, to calibrate the
items of the item bank, and to score individual response patterns in the PRO
assessment.”

In contrast, Petersen et al. (2011) chose the generalised partial credit model
(GPCM) as the basis for developing a computerised adaptive test for the EORTC
QLQ-C30 physical functioning dimension: “In the GPCM, each item has a slope
parameter describing the item’s ability to discriminate between subjects with
different levels of PF, and a set of threshold parameters describing how likely
it is to report problems on the item. An advantage of the GPCM is that it is
a generalization of other well-known item models. If all items have the same
slope, the model reduces to the partial credit model, which belongs to the fam-
ily of Rasch models.” However, Petersen et al. added: “To evaluate the effect of
model choice on the item fit, we planned also to calibrate the graded response
model, which has the same number of item parameters as the GPCM and often
gives trace lines that are very similar to the GPCM trace lines.”

Pallant and Tennant (2007) took another different approach, arguing that
only Rasch models possess consistent measurement properties. They used
the partial credit model (PCM) because it has equal slopes for all items and
thus belongs to the Rasch family of models, explaining: “Note the orienta-
tion; because the model defines measurement, data are fitted to the model to
see if they meet the model’s expectations. This is opposite to the practice in
statistical modelling where models are developed to best represent the data.”
This approach emphasises the testing of adequacy of fit of the model. Items
are only accepted provided they have closely similar discrimination slopes and
adequately satisfy the model.

Fitting the model

Fitting IRT models and estimating the item-parameters for difficulties and abilities is
complex and usually requires iterative calculations. Most standard statistical packages
have limited IRT-specific facilities for modelling although, as noted above, conditional
logistic regression can in theory be used. However, specialised software incorporates



7.5 APPLYING LOGISTIC IRT MODELS 199

better estimation facilities and display of results, and has the added advantage that IRT
diagnostics such as goodness-of-fit indices are usually provided. Some programs for
IRT modelling are listed at the end of this chapter (Section 7.15). Software for logistic
IRT analysis usually displays estimates of the logit values and their accompanying
standard errors. The estimated logits can be compared with each other, and their differ-
ences tested for significance using #-tests.

Graphical methods for goodness of fit

Graphical methods, and in particular the display of ICCs and item information curves,
provide a useful overview of which items have the best fit and which are problematic;
it is recommended that such displays form a starting point to any appraisal of item fit.
Since most PROs are assessed by items that can have multiple response options, we
shall assume polytomous IRT models are being used.

Item characteristic curves show which items contribute most effectively. The
ideal item will have the following features. It should exhibit steep slope param-
eters, corresponding to very ‘peaky’ curves for each category on the ICC; such items
have high discrimination. Successive categories should show distinct and uniformly
spaced curves. The item should cover a distinct range of the continuum, comple-
menting other items in the scale. An item with these properties contributes high
levels of information to the dimension that is being evaluated. Conversely, poor
items are those with weaker slopes that result in shallow curves. Four test items are
shown in Figure 7.3, items A and C having steeper slopes than item B. Items A and
C also cover different parts of the trait-level continuum, with A separating trait levels
from approximately O to 2 and C from -2 to 0. Both are therefore useful. Although
item B covers a similar range of trait levels as C, the less steep slopes of B tell us that
it is less informative than C.

Response thresholds are an important feature of the ICC-plot. Since response thresh-
olds are the points at which consecutive response categories of an item are equally
likely to be endorsed, they are indicated on the ICC-plot by the points where the curves
for adjacent categories intersect. A well-functioning item will have a response for-
mat that respondents use in a consistent manner. In particular, the response thresholds
between successive categories should be ordered, such that the threshold between cate-
gories 1 and 2 falls below the threshold between categories 2 and 3, and so on. An item
that shows one or more disordered response thresholds does not provide an adequate
fit to an IRT model. The disordered responses indicate that responders are not able to
discriminate sufficiently between the response categories they are asked to select from.
Overlapping and disordered categories either indicate items with problems that should
either be excluded or, at the very least, have categories that should be combined or
reworded to produce a revised item with better performance. In Figure 7.3, category 2
of item D shows disordered thresholds because the intersection of categories 1 and 2 is
to the right of the intersection of categories 2 and 3; respondents appear to be confused
as to when to choose response 2. Thus this item has poor characteristics, and response
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Figure 7.3 Item characteristic curves for four items, each with four categorical response options.
The intersections between adjacent categories correspond to threshold parameters of the Generalized
Partial Credit Model. Items A and C exhibit good properties, having steep slopes and covering differ-
ent trait levels; item B covers a similar range of levels to C, but has weaker discrimination illustrated
by less steep slopes; Item D is a weak item with disordered thresholds.

option 2 should either be combined with one of the adjacent categories, the options
reworded, or the item excluded.

Item information functions can summarise the overall value of including individual
items. Items that contribute little information are natural candidates for either removal
or modification. Test information functions can also expose areas in the scale that are
inadequately covered, and which would benefit by the addition of extra test items.
Low levels of information imply high measurement error, because the test information
function is inversely related to the square of the measurement error associated with the
varying levels of the scale score:

SE = 1/ \/ InformationFunction . (7.4)

The reading material listed at the end of this chapter describes how to estimate and
use information functions, and most IRT software has facilities for displaying them.
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Figure 7.4 Ttem information curves corresponding to the four items of Figure 7.3. Items A and C
are markedly superior to items B and D.

The item information curves corresponding to the items in Figure 7.3 are shown in
Figure 7.4. Items A and C are more informative than B and D, and as already observed
A and C target different levels of the trait being assessed.

Example from the literature

Fayers et al. (2005) explored the use of the 20-item Mini-Mental State Exami-
nation (MMSE) in palliative care patients. The MMSE is normally used as an
interviewer-administered screening test for dementia, with a score of less than
24 out of the maximum 30 being regarded as the threshold implying cognitive
impairment. It is also the most commonly used instrument for the assessment
of cognitive impairment and delirium in palliative care. For these patients it
is especially important to minimise the test burden, and it was found that
between four and six items were sufficient when screening for delirium in these
patients, with little loss of information compared to the full test. In Figure 7.5,
a score of —3 corresponds to the MMSE threshold score of 24.
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Figure 7.5 Standard error of MMSE score estimates in palliative care patients, showing that
a 6-item test has similar properties to the full MMSE. Source: Adapted from Fayers et al., 2005,
Figures 2 and 4. Reproduced with permission of Elsevier.

Goodness-of-fit indices

Goodness-of-fit indices enable the adequacy of the model to be assessed, and a poor fit
implies that one or more of the assumptions has been violated. Thus, a poor fit for a

Example from the literature

Pallant and Tennant (2007) examined responses to the HADS questionnaire made
by from 296 outpatients attending a six-week musculoskeletal rehabilitation
programme. The objective was to assess the appropriateness of a total score
(HADS-14) as a measure of psychological distress. Initial testing revealed that
responses to the two central options of the item ‘dep2” seemed to be over-
lapping. This led to these response options being combined, leaving a three-
category scale. Table 7.3 shows the results from fitting the PCM after item ‘dep2’
was recoded. The fit of the individual items was checked, and revealed two
items (“dep2’ and ‘anx11’, shaded) as showing misfit to the model. Both items
showed fit-residual values above 2.5, and the p-value for item ‘anx11’ is highly
significant even after allowing for multiple significance testing (Bonferroni cor-
rection). The positive fit-residual values obtained for these two items suggest
low levels of discrimination. This was confirmed by inspection of the ICC plots.
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one-parameter model could imply that the two-parameter version may be more appropriate,
that local independence is violated or that the logistic model is inappropriate. Usually,
goodness-of-fit statistics will be produced for the overall model and ‘misfit indices’ may
be given for individual items (item-misfit index) and for patients (person-misfit index).

Although the precise statistics used can vary, in general a large (positive or negative)
value for the misfit statistic indicates that an item is frequently scored wrongly (item-misfit)
or that a patient has given inconsistent responses (person-misfit). For example, the item-
misfit index would be large for an item that is expected to be easy (low difficulty) if it can-
not be accomplished by a number of patients with high overall levels of ability. Similarly,
the value will be high if those with low overall ability are able to answer ‘difficult’ items.
Most goodness-of-fit statistics follow an approximate y? distribution (Appendix Table T4),
and thus a significant p-value is evidence that the model does not provide a perfect fit.

Fit-residuals estimate the divergence between the expected and observed responses
for each respondent or item response; fit-residuals are summed over all items (item
fit-residuals) or summed over all persons (person fit-residuals). The residuals are
standardised such that the mean item or person fit-residual should be approximately
zero with a SD approximately equal to 1.0.

It is important, however, to remember that most models are nothing more than an
approximation to reality. If the dataset is sufficiently large, even well-fitting and poten-
tially useful models may fail to provide perfect fit to the observed dataset, and the
p-value may be significant. On the other hand, if the dataset is small there will be insuf-
ficient information to detect poor fit even when the model is inappropriate. Statistical
tests of goodness-of-fit should be used with caution.

Example from the literature

Petersen et al. (2011) collected data from 1,176 patients with cancer, on 56 can-
didate items for the development of a computerised adaptive testing (CAT) scale
for physical functioning (PF). Fit of the GPCM model was appraised using item
fit index. Because of multiple testing and a large sample, they used p < 0.001 as
indicating misfit. Furthermore, they calculated the average difference between
expected and observed item responses (bias) and the root mean square error
(RMSE) of expected and observed item responses. Finally, they calculated the
information function for the selected set of items to evaluate whether the items
seemed to have acceptable measurement precision across the continuum.

Based on the evaluations of item fit, three items were deleted: item 2 had
p < 0.001 for the fit test and the difficulty level and content of the item
seemed to be covered by several better fitting items; item 48 had p < 0.001,
RMSE = 0.63 (on a 0-3 scale) and for 13% of the patients, the observed and
expected responses differed more than one response category; item 51 had
p < 0.001 and disordered threshold parameters.

The GPCM was then recalibrated to the remaining 31 items, and the parame-
ter estimates and fit statistics summarised (Table 7.4 provides a small excerpt).
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Item 35 had p < 0.001, but since this was one of the few items relevant for
patients with good PF, and the bias and RMSE were relatively small, Petersen
et al. decided to keep the item. Otherwise, the fit of the 31 items appeared
satisfactory. The 31 items appeared to provide good content coverage of the
PF aspects of interest and there was good variability in the difficulties of the
items, although the item pool has relatively few items at the upper extreme.

Table 7.4 Parameter estimates and fit statistics for a few items of the final IRT model for
a physical functioning computer adaptive test

No. of Mean Item fit
Item categories Slope threshold p-value Bias RMSE
1 2 2.29 -1.99 0.213 0.000 0.18
3 4 3.42 —1.33 0.003 0.004 0.39
4 2 1.99 —-0.99 0.177 0.002 0.34
6 4 2.95 -1.21 0.054 0.004 0.45
7 4 2.99 —2.01 0.001 0.002 0.22
8 3 3.09 -1.91 0.130 0.001 0.19
11 4 3.05 —0.87 0.286 0.005 0.50
35 4 2.61 0.32 < 0.001 0.001 0.57

Source: Petersen et al., 2011, Table 4. Reproduced with permission of Springer Science and Business
Media.

Sample size

Large numbers of patients are required for the estimation procedure. Although it is
difficult to be specific, sample sizes of 500 to 1,000 appropriately chosen respondents
are recommended for item calibration, although in some simple cases as few as 250
may suffice (Thissen et al., 2007). By ‘appropriately chosen’, it is implied that the
sample should be representative of the full range of the target population and with at
least some of the respondents selecting each response option of each item. Even with
Rasch models, which are more robust than more general IRT models, it is advised to
have sample sizes greater than 250 respondents for reliable fitting of the model and
estimation of the parameters (Chen et al., 2014).

7.6 Assumptions of IRT models

Latent variable models, including IRT models, are computationally more sensitive to
their underlying assumptions than are models in which there is an observed dependent
variable. Thus IRT models are less robust than logistic regression models. It is impor-
tant to check the following assumptions before fitting an IRT model.
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Monotonicity

Under the logistic IRT model, each ICC must be smoothly increasing. That is, the
probability of a positive response should always increase as the ability increases,
and thus the ICC curves should increase as the latent variable increases; this is called
monotonically increasing. Confirming the monotonicity assumption is essential to the
application of item response models. One way to assess monotonicity of an item is by
regression of the item-score on the ‘rest-score’, where the rest-score is the scale score
after omitting the item that is being examined (for example, the sum score of all items
except the item in question). If an item complies with monotonicity, the average item
score should not decrease for increasing values of the rest score (Junker and Sijtsma,
2000). Items that fail to show monotonicity should be rejected.

Unidimensionality

In addition, as with traditional psychometric scales, the latent variable should be uni-
dimensional. This means that a single latent trait underlies all the items in the model
and is sufficient to explain all but the random variability that was observed in the data.
Section 6.17 illustrates the use of bifactor analysis for examining whether a scale is
essentially unidimensional. After fitting the bifactor model, the standardised loadings
of all items in the ‘common factor’ should exceed 0.30, and items with loading below
this are candidates for removal. Alternatively, Rose ef al. (2008) use confirmatory fac-
tor analysis to fit a single factor and eliminated all items with loadings below 0.40.

Local independence

Related to unidimensionality is the concept of local independence, which states that
for patients with equal levels of ability there should be zero correlation between any
pair of items within the scale. That is, although we would expect to observe a (possibly
strong) correlation between any two items in a scale if we calculate the correlation
for a group of patients, this correlation should arise solely because both items reflect
the same latent trait. Therefore, if we take account of the value of the latent trait, all
remaining variability should be attributable to random fluctuations and the correlation
should become zero after the latent trait is ‘held constant’. In practical terms of PROs,
when two items appear to be correlated, that correlation should arise solely because
both items are measuring the same single dimension or construct. Local independence
is implicit in the reflective model (Section 2.6) and the assumption of parallel inter-
changeable items (Section 2.7), and is a crucial assumption for fitting and estimating
the parameters of the logistic IRT model. Without local independence there would be
too many unknown parameters to estimate and it becomes impossible to obtain a solu-
tion to the IRT equations. To test for local independence, after having decided that a
factor (or bifactor) model indicates that the items belong to an essentially unidimen-
sional scale, the residual correlations of the items after fitting the one-factor model
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can be examined. If local independence applies, the residual correlations between
pairs of items should not differ from zero; correlations exceeding 0.2 are suggestive of
dependence, and Rose et al. (2008) suggest eliminating an item when a pair of items
have residual correlation > 0.25. Reeve et al. (2007) review several other methods for
assessing local independence.

Examples from the literature

Fliege et al. (2005) used residual correlations to test the local independence
of items in their computer-adaptive test for depression (D-CAT). They noted
that research suggests that IRT models are fairly robust to minor violations of
unidimensionality, and specified that one item would be eliminated from each
pair of items with a residual correlation of 0.25 or more; in such pairs, the
item with the higher number of residual correlations (> 0.15) with other items
was deleted. Fliege et al. acknowledged that the choice of 0.25 was arbitrary;
models of local independence are approximations of reality and the effect on
parameter estimation of small departures from local independence is unclear.

In the study of Petersen et al. (2011), inspection of residual correlations for
the 34 physical functioning items led the authors to comment that: “of the 561
possible correlations, seven (1.2%) were > 0.2 and three (0.5%) were >0.25
(details not shown). Since no clear pattern was observed in these correlations
(i-e., they may just be random findings), all 34 items were retained in a unidi-
mensional physical functioning model.”

When causal indicators (Section 2.6) are involved, the IRT model becomes ques-
tionable. Firstly, local independence is usually strongly violated because causal
variables are correlated by virtue of having been themselves caused by disease or
treatment; they are not independent for given levels of the latent variable. Symp-
tom clusters are, by definition, groups of highly inter-correlated symptoms and, for
example, QoL instruments may contain many symptom clusters. Secondly, ‘dif-
ficulty’ is a central concept to the whole IRT approach. However, the frequency
of occurrence of a symptom does not relate to its impact on a patient. Pain, for
example, might occur with the same frequency as another (minor) symptom; yet for
those patients with pain its affect upon QoL can be extreme. Also, if we consider
patients with a given level of ability (QoL), the frequency of different symptoms
does not reflect their ‘item difficulty’ or their importance as determinants of QoL.
IRT is clearly inappropriate for use with composite indicators that form summary
indexes (see Section 2.6).

Any scale consisting of heterogeneous symptoms associated with disease or treat-
ments, and which may therefore contain causal variables that affect QoL, should
be carefully checked. The most suitable scales for logistic IRT modelling are those
in which there is a clear underlying construct and where the items are expected to
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reflect levels of difficulty. Hence we have used physical functioning as our prime
example: in most disease areas, items such as ‘walking short distances’, ‘walking
long distances’, ‘climbing flights of stairs’ and ‘carrying heavy loads’ are likely to
reflect the overall level of physical functioning. Thus although these items may be
causal variables with respect to levels of QoL, they are also indicators of the level of
physical functioning.

7.7 Fitting item response theory models: Tips

IRT models place heavy demands upon datasets. The parameter estimates may be
imprecise and associated with large standard errors, models may be unstable and com-
puter programs may fail to converge to a solution. The tips in Figure 7.6 are analogous
to those that can be applied to other forms of modelling, including linear regression,
but they assume special importance for estimating IRT models.

1. Use large datasets!

2. Use purpose-built computer software with output that is tailored for IRT modelling
and provides IRT-specific diagnostic information such as goodness-of-fit and misfit
indexes.

3. Studies should be designed so that the observations cover the full range of item values. If
there are few patients with extreme values, it can become unfeasible to obtain reliable
estimates of the item difficulties. For example, when evaluating physical function in a
group of elderly patients, the majority of patients may have poor overall physical function
and respond ‘No’ to difficult questions, such as those about carrying heavy loads, walking
long distances and going up stairs. It may then be impossible to estimate these item
difficulties.

4. Person-misfit indexes identify individuals who fail to fit the model well. The stability of the
model estimation can be greatly improved by excluding these patients from analyses. For
example, some patients might state that they are unable to take a short walk, yet inconsist-
ently also indicate that they can take long walks. Such conflicting responses cause problems
when fitting IRT models.

5. Item-misfit indexes can identify items that should be excluded before rerunning the IRT analy-
ses. For example, the question ‘Do you have any trouble going up stairs? might have a high
level of misfit since some patients who cannot go up stairs will reorganize their lifestyle accord-
ingly. If they believe that the questionnaire concerns the degree to which they are inconven-
ienced or troubled, they might truthfully respond ‘no problems, because I no longer have any
need to go upstairs.

6. Item parameter estimates should be invariant if some of the other items are dropped.

7. Person scores should be relatively invariant even if some items are dropped.

Figure 7.6 Tips for fitting IRT models.



7.9 IRT VERSUS TRADITIONAL AND GUTTMAN SCALES 209

7.8 Test design and validation

One of the important uses of IRT is in aiding the design of PRO questionnaires. IRT
can identify items that are not providing much information, perhaps because they
have low discrimination, are of similar difficulty to other items and provide little
extra information or because the response options result in disordered thresholds.
If it is important to evaluate all levels of the latent variable, items should be spaced
fairly uniformly in terms of their difficulty and should cover the full range of the
latent variable. If, on the other hand, one were only interested in subjects with high
levels of ability, it would be sensible to concentrate most items in that region of dif-
ficulty. Also, if existing items have poor discrimination levels, it may be necessary
to add several parallel items of approximately equal difficulty so as to increase the
overall reliability or discrimination of the scale. Alternatively, it may be possible
to explore why certain items on the questionnaire have poor discrimination (e.g.
by interviewing patients with extreme high or low ability and for whom the item
response differs from that expected), and to consider substituting other questions in
their place. When IRT is used for test design purposes, it can be useful to start with a
large pool of potential or candidate items and estimate the difficulty and discrimina-
tion of each item. The questionnaire can then be developed by selecting a set of items
that appear to provide adequate coverage of the scale and which have reasonable
discrimination.

The graphical methods and goodness of fit indices described in Section 7.5 can be
used for assessing the quality of items. Items that have poor performance should usu-
ally be revised or excluded, unless they fill an important gap in the scale and no better
item is available.

7.9 IRT versus traditional and Guttman scales

Each item in a traditional psychometric scale will often be either multicategory or
continuous, and the level of the item provides an estimate of the latent variable. A
single item would be prone to errors, such as subjects incorrectly scoring responses,
and would lack precision. Thus the main purpose of having multiple parallel items,
in which all items have equal difficulty, is to reduce the error variability. This
error variability is measured by reliability coefficients, which is why Cronbach’s a
is regarded as of fundamental importance in psychometric scale development and
is commonly used in order to decide which items to retain in the final scale (see
Section 5.5).

Scales based upon IRT models, in contrast, frequently use binary items. Estimation
of the latent variable now depends upon having many items of different levels of dif-
ficulty. In this context Cronbach’s « is largely irrelevant to the selection of test items,
since a high a can arise when items have equal difficulty — which is of course the
opposite of what is required.
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IRT can also be useful for testing the assumption of parallel items. Logistic
models can be fitted, confirming that the items are indeed of equal difficulty and
have equal discrimination. To do this, the item categories can be grouped to reduce
multi-category items into dichotomous ones. IRT then provides a sensitive statisti-
cal test for validation of traditional scales, confirming that the scales perform as
intended.

Guttman scales are multi-item scales that require each successive item to be more
difficult than its predecessor, and are thus conceptually closely related to IRT models.
For example, the item ‘Can you take short walks?’ is easier than and therefore comes
before ‘Can you take long walks?’, which in turn would be followed by even more dif-
ficult tasks. Although Guttman scales are seemingly similar to IRT models, they make
a strong assumption that the items are strictly hierarchical. Thus, if a patient indicates
inability to accomplish the easiest item, they must respond similarly to the more dif-
ficult items. Conversely, if a patient answers ‘Yes’ to a difficult question, all prior,
easier questions must be ‘Yes’, too. Hence in a perfect Guttman scale the response
pattern is fully determined by the subject’s level of ability. Under this model the ICCs
are assumed to have almost vertical lines, leading to nearly perfect item discrimina-
tion. Such extreme assumptions may occasionally be realistic, as for example in child-
hood physical development (crawling, walking and running), but are likely to be rarely
appropriate for PROs. IRT, based upon non-perfect discrimination and logistic prob-
ability models, seems far more appropriate.

7.10 Differential item functioning

Differential item functioning (DIF) arises when one or more items in a scale per-
form differently in various subgroups of patients. Suppose a physical functioning
scale contains a number of questions, one of which is ‘Do you have trouble going
to work?” Such a question might be a good indicator of physical problems for many
patients but could be expected to be less useful for patients who have reached retire-
ment age. They would not experience trouble going to work if they were no longer
in employment. As a consequence, a summated scale that includes this question
could yield misleading results. If retirement age is 65, say, there might appear to be
an improvement in the average scale score at the age of 66 when compared with 64,
simply because fewer 66-year-olds report trouble going to work. The item ‘trouble
going to work’ could therefore result in a biased score being obtained for older
patients.

One example of a PRO instrument that contains exactly this question is the Rotter-
dam Symptom Checklist (RSCL), although the RSCL prudently contains qualifying
patient instructions that say: ‘A number of activities are listed below. We do not want
to know whether you actually do these, but only whether you are able to perform them
presently.” Those instructions make it clear that the authors of the RSCL were aware
of potential item bias and that they sought to eliminate the problem by using carefully
worded instructions.
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Example from the literature

It is difficult to be certain that all patients will read the instructions thoroughly
and act upon them. The UK Medical Research Council (MRC) colorectal trial CRO4
used the RSCL, and found that 88% of patients over the age of 65 reported
trouble going to work, as opposed to 57% under that age. This is consistent
with the suggestion of age-related DIF. It was also noted that 25% of patients
left that item blank on the form, with most of these missing responses being
among older patients. This further supports the idea of DIF, since it implies
that those patients had difficulty answering that item or regarded it as non-
applicable; by contrast, less than 6% of patients left any of the other physical
activity items blank.

One particularly important application of DIF analysis in outcomes research is the
detection of linguistic and cultural differences. It provides a powerful tool for detect-
ing whether patients in one language group respond to an item differently from other
patients; if an item shows DIF, it may be indicative of cultural differences or, more
probably, a translation inadequacy.

Although the term item bias used to be widely used as a synonym for DIF, most
authors prefer the latter as a less pejorative term. DIF simply assesses whether
items behave differently within different subgroups of patients, whereas ascribing
the term ‘bias’ to an item constitutes a judgement as to the role and impact of the
DIF.

A more general definition is that items with DIF result in systematically differ-
ent results for members of a particular subgroup. Rankings within the subgroup
may be relatively accurate, but comparisons between members of different sub-
groups would be confounded by bias in the test item. In the colorectal trial exam-
ple, subjects over the age of 65 were not directly comparable with those under
65, because those retired tended to interpret differently the question about trouble
working.

DIF can be an issue whenever one group of patients responds differently from
another group and may be associated with gender, age, social class, socioeconomic
status and employment differences. It may also be associated with disease severity.
For many questionnaires the extent of DIF problems is largely unknown. Fortunately,
the problems may be less severe in treatment comparisons made within a randomised
clinical trial, since randomisation should ensure that roughly similar proportions of
patients from each relevant subgroup are allocated to each treatment arm. DIF may,
however, distort estimates of the absolute levels of QoL-related problems for the two
treatment arms.

Several methods have been developed for DIF analysis, including powerful
approaches using logistic regression models or IRT models, but we shall first illustrate
a robust nonparametric analysis using a chi-squared test.
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Example from the literature

Groenvold et al. (1995) tested the EORTC QLQ-C30 for DIF, using data from
1,189 surgically treated breast cancer patients with primary histologically
proven breast cancer. They examined each of the 30 items, using age and treat-
ment (whether they received adjuvant chemotherapy or not) as the two external
variables for forming patient subgroups.

The QLQ-C30 contains five items relating to physical activities. For the DIF
analysis, each item was scored 0 (no problem doing activity) or 1 (unable to
do, or only with some trouble), and so the summated scores of the physical
functioning ranged from 0 to 5. When a patient scored 0 for physical function-
ing, all five of the items must have been zero. Similarly, those scoring 5 must
have responded with 1 for each item. These patients provide no information
about DIF and were excluded, leaving 564 patients to be examined for evi-
dence of DIF.

Table 7.5 shows that the item ‘Do you have to stay in a bed or chair for most
of the day?’ behaves differently from the other items in the same scale. At each
level of the physical functioning scale, this particular item behaves differently
in relation to age. Younger patients are more likely to reply ‘Yes’ to this ques-
tion. A significance test confirmed that this was unlikely to be a chance finding
(p < 0.006). This item was also biased in relation to treatment.

Groenvold et al. note that the bias seen here may reflect an effect of chemo-
therapy (mainly given to patients below 50 years of age): some patients may
have been in bed owing to nausea, not to a bad overall physical function. They
also found that the pain item ‘Did pain interfere with your daily activities?” and
the cognitive function item ‘Have you had difficulty remembering things?” were
biased in relation to treatment.

Table 7.5 DIF analysis of the EORTC QLQ-C30 physical functioning scale

Physical Have to stay in bed or

functioning a chair Number of

score (PF) Age 0 (no) 1 (yes) patients

1 25-50 97.3 2.7 113
51-60 99.0 1.0 104
61-75 100 0 92

2 25-50 92.3 7ot/ 52
51-60 96.7 3.3 61
61-75 100 0 85

34 25-50 28.6 71.4 21
51-60 46.7 53.3 15
61-75 47.6 52.4 21

Source: Groenvold et al., 1995. Reproduced with permission of Elsevier.
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Mantel-Haenszel test

In the example of Table 7.5, age defined the subgroups in each two-way table and
Groenvold et al. used a test statistic called partial-gamma. An alternative method is
the Mantel-Haenszel approach for testing significance in multiple contingency tables,
using a y? test. This is easier to calculate by hand and is widely available in statistical
packages. Whereas the partial-gamma test can analyse multiple levels of age, we now
have to reduce the data to a series of 2 X 2 tables by creating age subgroups of 25-50
years and 51-75 years.

To apply this method, the data are recast in the form of a contingency table with
2 X 2 x G cells, where G represents the levels of the test score (physical functioning
scores 1, 2, and 3 & 4). Thus at each of the G levels there is a 2 X 2 table of item score
against the two age subgroups that are being examined for DIF.

Suppose each of the G 2 x 2 tables is of the form:

Item score
Subgroup 1 2 Totals
1 a b r
11 c d K
Totals m n N

Then we can calculate the expected value of a, under the assumption of null hypothesis
of no DIF. This is given by

rm
E(a)=—. 7.5
@=- (7.5)

The corresponding variance and odds ratio are

mnrs R— %

Var(a)zm, = bc.

(7.6)

The Mantel-Haenszel statistic examines the differences between the observed a and
its expected value, E(a), at each of the G levels of the test score, giving in large-study
situations

zG:Var(aj)

=

2 _
X =

’ (7.7)

where j=1,2, ... G. This is tested using a y” test with degrees of freedom df = 1.
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Furthermore, an estimate of the amount of DIF is given by the average OR across
the G tables, which is

G
Z{a./d.//Nj
= —j_G .
Zl,bjc,- /N;
=

A value of ORyy = 1 means no DIF, and other values indicate DIF favouring sub-
group I (ORyy >1) or subgroup II (ORyy <1).

OR,, (7.8)

Example

The data of Groenvold et al. (1995), summarised in Table 7.5, can be collapsed
into 2 x 2 tables (G = 3) as in Table 7.6.

Using equations (7.5) and (7.6) we calculate the expected value and variance
of a, and the OR for each table, giving Table 7.7.

The three odds ratios are less than 1, reflecting that at all levels of PF there
were fewer patients in the older age group who were limited to having to stay in
a bed or chair. From equation (7.8), ORyy = 0.306. Applying equation (7.7), the
Mantel-Haenszel statistic is 6.65. Appendix Table T4 for 42, with df = 1, shows
this to be statistically significant (p = 0.0099). Groenvold et al. report a slightly
smaller p-value when using partial-gamma, but the Mantel-Haenszel test is
regarded as more sensitive and the difference between the two results is small.

Table 7.6 DIF analysis of the number of patients having to stay in bed or a chair (Data
corresponding to Table 7.5)

Physical Have to stay in bed or

functioning a chair Murilhes &

score (PF) Age 0 (no) 1 (yes) patients

1 25-50 110 3 113
Sill=7/5 195 1 196

2 25-50 48 4 52
51-75 144 2 146

3&4 25-50 6 15 21
51-75 17 19 36

Table 7.7 Results for the Mantel-Haenszel test used to detect DIF

Physical functioning score (PF) a E(a) Var(a) 0dds ratio
1 110 111.54 0.919 0.188
2 48 50.42 1.132 0.167

3&4 6 8.47 3.249 0.447
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IRT and logistic regression for DIF analyses

Two other approaches to DIF involve fitting models and estimating parameters: logis-
tic regression models, and IRT models. Three advantages of both these methods are
that (a) other prognostic factors can be included in the models, and (b) patterns of DIF
(uniform, non-uniform) can be explored, and (c) estimates of the magnitude of DIF
are available.

IRT provides a natural method for examining DIF. In principle, the ICCs should be
the same for all subgroups of patients, but DIF occurs if, for example, males of a given
ability find a test more difficult than females of the same ability. Thus IRT approaches
make use of the sample-free invariance implicit in the estimation of ICCs. The null
hypothesis is that there is no DIF, and that therefore the ICCs are equal. Thus, for the
two-parameter logistic model, this implies:

bMale = bFemale and AMale = AFemale

The use of IRT for testing DIF has, however, been criticised (by, for example,
Hambleton and Swaminathan, 1991). It should be used only when there is evidence
that IRT models provide a good fit to the items and that all the assumptions for IRT are
valid. We focus here on use of logistic regression, which is computationally simpler
and more robust against violation of the assumptions.

Logistic regression

Although logistic regression may be less robust than the Mantel-Haenszel method
described above, it possesses major advantages of flexibility and ease of application.
As with the Mantel-Haenszel approach, the basis is to examine the observed data to
see whether, for each level of overall scale score, the items perform consistently. In
statistical terms, the analyses are ‘conditioned’ on the scale score.

We start by considering a scale that contains binary yes/no items; writing X for the
item being examined for DIF, S for the scale score derived from all the items including
X, and G for the grouping variable (in the previous example, G was the age group), the
logistic model is

P(X)
lo [I—P(X)}_BO +B,S+B,G, (7.9)
where P is the probability of endorsing X = 1 for given levels of S and G. This is a
standard logistic regression equation.

Applying this model, an item X does not exhibit DIF if it depends solely on the
scale score S, with statistically significant values of f, and ;. If S is insufficient to
explain the value of X — as indicated by a significant value for 3, — there is evidence
of DIF across the groups G. Statistical significance only indicates that there is some
evidence supporting the existence of DIF; the value of 8, provides the log odds-ratio
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as a measure of effect size. Some authors have suggested that only log odds-ratios with
absolute value exceeding 0.64 are important. Others use changes in R?, the proportion
of variance explained by adding G to the model, as an indicator of effect size; Zumbo
(1999) proposes that an R? change of 0.13 to 0.26 is moderate, and above 0.26 is large.

When an item takes higher (or lower) values within one group, as we have been
describing, it is called uniform DIF. Non-uniform DIF occurs when the level of dis-
crepancy of an item varies according to the scale score; in an extreme case, this might
be manifested by an item that only shows DIF between the G groups at high levels
of S, but not at lower scale scores. Non-uniform DIF also implies that an item is less
strongly related to the scale score in one of the groups.

In the logistic model, non-uniform DIF is represented as an interaction term and
may be tested using the f3; coefficient in

14%}: By+BS+B.G +By(SXG). (7.10)

The logistic regression approach can also allow for other explanatory factors, such
as patient characteristics. Ordered logistic regression can accommodate items with
ordered or numerical response categories. Thus the logistic regression approach can be
readily extended to cover various situations. Scott ez al. (2010) review DIF analyses of
PROs using logistic regression.

Although the summated scale score, S, is commonly used as the conditioning vari-
able for logistic regression approaches, a hybrid approach is to use an IRT-based scale
score instead (Crane et al., 2006); this may be of advantage if IRT-based scores differ
appreciably from the sum scores.

Examples from the literature

Martin et al. (2004) used logistic regression to assess DIF among the 13 trans-
lations of the short-form Headache Impact Test (HIT-6). Since the question-
naire was developed in the USA and then translated into other languages, US
English was regarded as the reference group. Thirteen ‘dummy variables” were
created, corresponding to the 13 languages, and for each patient the appropri-
ate dummy variable was set to 1 so as to flag the language, and all others set to
0. Since six items were evaluated for DIF in each of the translations, there were
78 comparisons. An arbitrary double criterion was used to reduce the impact of
multiple testing: statistical significance of p < 0.05 and R? > 0.20.

No items showed uniform or non-uniform DIF causing concern, and so the
translations were regarded as equivalent.

In contrast, Petersen et al. (2003) examined equivalence of nine transla-
tions of the EORTC QLQ-C30 emotional functioning scale, using log odds-ratio
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numerically larger than 0.64 with a p-value < 0.001. Two pronounced instances
of DIF were the Norwegian translation of ‘Did you worry?” (log OR = 1.30,
p < 0.001) and the Swedish version of ‘Did you feel depressed?’ (log OR =—-1.18,
p < 0.001). Inspection of these items suggested possible sub-optimal transla-
tion. The Norwegian ‘Har du veert engstelig?’ is literally ‘Have you been anx-
ious?’, and it seems likely that being anxious is more extreme than worrying.
The Swedish word nedstdmd is not only a possible translation of depressed, but
has additional connotations of being dejected and feeling ‘down’; ‘nedstamd’
was thought to be a more common state than ‘depressed:.

If DIF is detected in a short scale, it may be difficult to ascribe the DIF to any par-
ticular item. This is because differential item functioning, as its very name implies,
only shows that within the target group as opposed to the reference group the items
behave differently relative to each other. Thus, considering the extreme case of a 2-item
scale, if one item manifests true DIF in, say, a negative direction, the other item will
inevitably show ‘pseudo DIF’ of comparable magnitude but in the opposite direction.
Unless there are qualitative grounds for deciding that one of the items is responsible
for the DIF, all one can say is that the two items behave differently relative to each
other in this group of subjects. This is demonstrated in the next example. This example
also illustrates the problems of selecting a reference group and focal groups.

Example from the literature

Scott et al. (2006) used logistic regression to explore DIF attributable to cultural
differences in completing the EORTC QLQ-C30. It can be difficult to separate the
effects of language/translation and culture, and so the approach adopted was
to form geographical clusters that each included a number of countries and lan-
guages. Since the QLQ-C30 was developed in English and translated into other
languages, these groupings were contrasted against each other and against UK
English. Figure 7.7 shows the log odds-ratios for the two items (‘severity” and
‘interference’) of the pain scale. Confidence intervals (95%) are shown, and log
odds-ratios that were both significantly different from 0 and exceeded +0.64
were regarded as important.

Pseudo DIF was apparent: for any given level of pain severity, many of the
non-English groups reported significantly greater pain interference. But we can-
not ascribe the DIF to the reporting of severity or the reporting of interference.
All we can say is that these two items behave differently relative to each other
in the different geographical clusters.
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Scott et al. discuss the extent to which these somewhat arbitrary geographi-
cal groupings represent different cultures. For example, the East Asian group
includes both South Koreans and Chinese speakers from China, Singapore and
Hong Kong. Although countries such as Korea and China might be deemed cul-
turally highly distinct, the patterns were similar across all these countries both
for pain and for other scales that Scott et al. explored. Interestingly, a cohort of
patients in Singapore completed the English language version of the question-
naire, yet their responses were consistent with the Chinese speakers.

QLQ-C30 Pain (PA)

Q9 (pain severity) Q19 (pain interference)
Scandinavia *>=o ; Scandinavia ; >~
NC_Europe H—Q NC_Europe H—-Q
SW_Europe H—O SW_Europe O—H
Eastern_Europe 0——!—0 Eastern_Europe 0—'—0
Islamic_Countries Q—I——Q Islamic_Countries ~— =
East_Asia =9 East_Asia 0—.—0
Australia *r—1F— Australia 0-—.——0
North_America *~—=— North_America >~ =
UK L d UK L 4
T T T T T T T T T T
-1 -0.64 0 0.64 1 -1 -0.64 0 0.64 1
Log odds Log odds

Figure 7.7 DIF analysis of EORTC QLQ-C30 2-item pain scale, by geographical region.
Source: Scott et al., 2007, Figure 4. Reproduced with permission of Springer Science+Business
Media.

7.11 Sample size for DIF analyses

There are no established guidelines on the sample size required for DIF analyses, but
the following recommendations are made by Scott ez al. (2010). The minimum number
of respondents will depend on the type of method used, the distribution of the item
responses in the two groups, and whether there are equal numbers in each group. For
binary logistic regression it has been found that 200 per group is adequate, and a sample
size of 100 per group has also been reported to be acceptable for items without skew-
ness. For ordinal logistic regression, simulations suggested that 200 per group may be
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adequate, except for 2-item scales. As a general rule of thumb, we suggest a minimum
of 200 respondents per group as a requirement for logistic regression DIF analyses.

7.12 Quantifying differential item functioning

It can be difficult to quantify how much of a problem the issue of DIF is in prac-
tice. Although DIF has the potential to bias international comparative studies that use
PROs, it may be less of a problem in clinical trials. Randomised treatment allocations
in trials are usually stratified by country or centre, and many of the biases due to uni-
form DIF ought to occur in each group equally. For example, the consequences of DIF
due to language or cultural effects are likely to be diminished in a trial that has been
stratified by country. This would not necessarily apply to non-uniform DIF, nor to
observational studies that are unable to make comparisons against a randomised con-
trol group. Although it is unclear how frequently substantial non-uniform DIF occurs,
most authors suggest it is less common than uniform DIF. It may also be noted that
DIF in an individual item will have much less impact on a long scale (for example,
containing more than twenty items) than on a short one. Issues of DIF may affect all
instruments, but its true extent and impact remains unknown.

When DIF is expressed as a log odds-ratio, the results can be translated into a clinically
meaningful scale in the context of a specific scenario. Practical details of an approach for
calculating the impact of the observed DIF effect are provided by Scott et al. (2009b).

Example from the literature

Scott et al. (2006) illustrate the impact of their results by considering a real
study. Compared to the original English version, the Norwegian translation of the
EORTC QLQ-C30 fatigue scale showed significant DIF in one of the three items,
with Norwegians less likely to endorse the question ‘Were you tired?” (log odds-
ratio = —0.58). Scott et al. observed that, if it were assumed this item showed
DIF, the FA scale scores would be around six points higher if the study had been
carried out in an equivalent group of English patients, which corresponds to
a difference that is generally regarded as small but clinically important. Since
the patients in this randomised clinical trial were stratified by country, this DIF
would not have affected the conclusions regarding the treatment comparison.

7.13 Exploring differential item functioning: Tips

DIF, like so many psychometric techniques, has been most extensively researched
in fields such as education — because it is crucial that examinations should not con-
tain questions that favour one ethnic group over another or one gender over the other.
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1. Logistic regression is easier to use than most other forms of tests for DIF, and has the ad-
vantage of considerable flexibility. However, unlike IRT-based approaches, it makes use of
the observed scale score as the conditioning variable.

2. Sample sizes should usually be at least 200 patients per group, and appreciably larger
samples are required for using two-parameter IRT models.

3. Ordered logistic regression for items with multiple categories requires larger sample sizes.

4. Many investigations of DIF involve a considerable degree of multiple testing, and so it
is commonly recommended to demand p-values of at least 0.01, or even p < 0.001, as a
requirement for statistical significance. Alternatively, p-values may be adjusted using Bon-
ferroni or other corrections.

5. Both statistical significance and effect size should be considered when deciding whether an
item displays DIF. When using logistic regression, log odds-ratios with absolute value greater
than 0.64 have been suggested. Other authors have used odds ratios outside the range 0.5 to
2.0. Another widely used criterion for logistic regression is the combination of p < 0.01 with
a multiple correlation coefficient R?. Moderate DIF is indicated by R? > 0.13, and large DIF by
R? > 0.26.

6. It is generally thought that non-uniform DIF occurs less frequently than uniform DIF, but
that it should be routinely tested for.

7. Test purification has been recommended by many authors. This is an iterative process
that consists of recalculating the scale score (used as the conditioning variable) after
deleting items that were most strongly identified as showing DIF, and then repeating the
analyses.

8. The item being studied for DIF should be included when calculating the scale. Several pa-
pers have shown that type-I errors may be inflated if it is omitted.

9. Patients should be matched as accurately as possible; this implies that categories of the
scale score should not be collapsed to form larger groups.

10. Care should be taken in defining the focal group. When evaluating translations, the original
language version will normally form the reference group and the translated versions will be
the focal groups.

Figure 7.8 Tips for exploring DIF.

Therefore much of the extensive theoretical work that has been carried out and most of
the empirical studies into the effectiveness of DIF techniques have focused on educa-
tional and similar examinations. These examinations commonly contain large numbers
of questions. In contrast, little is known about the effect of using DIF analyses on short
scales of, say, fewer than 10 items. However, it seems likely that IRT-based methods
may perform poorly under these situations, whereas the assumptions underlying the
application of logistic regression imply that it is likely to be relatively robust.
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Theory from educational psychometrics not only focuses on lengthy multi-item
scales but also frequently assumes items are scored dichotomously as correct/incor-
rect, in which case floor and ceiling effects are generally not an issue. In contrast, PRO
scales may be short, with items taking multi-category responses, and there may be
serious floor/ceiling effects. Bearing these reservations in mind, we provide a list of
tips culled mainly from Scott et al. (2010) (Figure 7.8).

7.14 Conclusions

IRT is becoming widely applied to PROs, despite the mathematical complexity of
many of the models, the need for large sample sizes, the problems of including multi-
category items, and the need for specialised computer software. Unfortunately, IRT
makes strong assumptions about the response patterns of the items, and is sensitive to
departures from the model. Patient outcome data are not as tidy and homogeneous as
the items in educational examinations. The example that we considered by Haley et al.
(1994) found that a Rasch model did not fit items in the physical functioning scale of
the SF-36 very well. Perhaps this is not surprising: the assumption of local independ-
ence is a very demanding requirement, yet it is crucial to the estimation procedures
used for IRT. Scales that include causal variables influencing QoL, such as treatment-
or disease-related symptoms, will usually violate this assumption because the external
variable (treatment or disease) introduces correlations that cannot be fully explained
by the latent variable (QoL). Although scales such as physical functioning may appear
to be homogeneous and contain items that are more closely hierarchical (increasing
difficulty), the requirements for IRT are still highly demanding. For example, tasks
such as bending and stooping may usually be related to physical functioning, but some
patients who can walk long distances may have trouble bending and others may be
able to bend but cannot even manage short walks. Thus the seemingly hierarchical
nature of the items may be violated, with some patients providing apparently anoma-
lous responses.

One important feature of IRT is that the mathematical nature of the model enables
the inherent assumptions to be tested, and goodness-of-fit should always be examined.
The logistic models can help to identify items that give problems, but when items do
not fit the model it becomes difficult to include them in subsequent IRT analyses. Esti-
mates of relative difficulty of items appear to be reasonably robust, but caution should
be used when extending the model to other analyses. Tests of DIF are probably most
easily applied using non-IRT approaches such as logistic regression conditioning on
the computed scale score.

IRT is auseful tool for gaining insights that traditional techniques cannot provide. DIF
analyses provide another powerful tool to complement the methods we have described
in earlier chapters. Both IRT and DIF analyses are particularly useful in screening
items for inclusion in new questionnaires, and for checking the validity of assumptions
even in traditional tests. For these purposes alone, both techniques certainly deserve
wide usage. The most exciting roles for IRT in outcomes research, however, lie first in
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the standardisation of different instruments so that PROs as assessed by disease- and
treatment-specific instruments can be compared across different groups of patients
and, secondly, in the development of computer-administered adaptive testing — as dis-
cussed in the next Chapter. Both of these objectives require extremely large databases
for the exploration of IRT models.

7.15 Further reading, and software

IRT is a complex subject, and a good starting point for further reading is the book
Fundamentals of Item Response Theory by Hambleton et al. (1991). For a comprehen-
sive introduction, ltem Response Theory for Psychologists by Embretson and Reise
(2000) provides an excellent review while still avoiding complex mathematics. The
Rasch model is described in detail by Andrich in Rasch Models for Measurement:
RUMM?2030 (2010). Reeve et al. (2007) lay out in detail the plans used by the Patient-
Reported Outcomes Measurement Information System (PROMIS) group.

There have been a number of recent advances in methods for assessing DIF, which
are comprehensively covered in Differential Item Functioning by Osterlind and Ever-
son (2009). Item bias is also the subject of the extensive book edited by Holland and
Wainer (1993). A review of a wide range of methods, parametric and non-parametric,
for assessing DIF, measurement equivalence and measurement invariance are reviewed
by Teresi (2006), while Scott et al. (2010) review the choices that must be made when
using logistic regression.

Examples of programs for IRT modelling include the following: PARSCALE
(Muraki and Bock, 2003) can estimate parameters for one- and two-parameter models
containing dichotomous and polytomous items, using graded response and generalised
partial credit models. It can display item and test information functions. PARSCALE
can use IRT to test for DIF. MULTILOG (Thissen, 2003), which focuses on multiple-
category and polytomous models, can also fit graded response and generalised par-
tial credit models, and in addition offers the nominal response model for polytomous
items. However, it provides less information about item analysis and goodness-of-fit.
RUMM (Andrich et al., 2010) and WINSTEPS (Linacre, 2011) both fit Rasch models
and provide comprehensive facilities for test and scale development, evaluation and
scoring. In the spirit of Rasch modelling, these packages assume common slopes and
estimates the thresholds (difficulties) for dichotomous and polytomous items. IRTPRO
(Cai et al., 2011) is a program with graphical interface and extensive modelling and
graphics facilities. There are also packages that focus on specific functions, such as
SIBTEST (Stout and Roussos, 1996) for IRT-based DIF analysis. Finally, general
statistical packages increasingly provide facilities for comprehensive IRT modelling.



Item banks, item linking and
computer-adaptive tests

Summary

Self-administered questionnaires have traditionally been paper-based. Apart from
groups of items that are skipped over as not applicable, all patients complete the same
questionnaire items. Computer-adaptive testing, in contrast, enables questions to be
tailored to the individual patient, thereby maximising the information gathered. This
offers two advantages: questionnaires can be shorter and the scale scores can be esti-
mated more precisely for any given test length. Computer-adaptive testing involves
accessing a large item bank of calibrated questions, and when a new patient is being
assessed the computer program selects the most appropriate and informative items.
Thus no two patients need complete the same set of items, and the computer-adaptive
test imitates a clinical interview in that the choice of successive items to use depends on
interpreting the accruing information from responses to previously asked items. In this
chapter we show how IRT enables us to calibrate a collection of items, select the most
informative items on a dynamic basis, and generate consistent scores across all patients.

8.1 Introduction

Computer-adaptive tests (CATSs) concern the development of ‘tailored’ or adaptive tests.
If a group of patients are known to be severely limited in their physical ability, it may
be felt unnecessary to ask them many questions relating to difficult or strenuous tasks.
Conversely, other patients may be fit and healthy, and it becomes less relevant to ask them
detailed questions about easy tasks. Thus specific variants of a questionnaire may be more
appropriate for different subgroups of patients. In a few exceptional cases, this approach
can be adopted even when using traditional questionnaires. For example, if a question
about physical functioning were to ask ‘Can you walk a short distance?’ and the respond-
ent answers ‘No’, it would not be informative to ask next ‘Can you run a long distance?’
as we already know what the answer will be. In this simple example an experienced
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interviewer might complete the answer without asking the item. However, in the more
general case, such as when the response to the question about walking is ‘with a little dif-
ficulty’, we may suspect that the question about running will not add much information,
but we cannot predict the exact response. Therefore, in a conventional interview setting,
we would ask the full set of questions so as to be able to calculate the overall scale score.

An alternative is to use a dynamic procedure known as computer-adaptive testing.
The principle of CAT is to make use of a previously generated pool of items, termed an
item pool or an item bank. When assessing a patient, at each stage of the test process
we evaluate the responses that have been made so far, and we draw the most informa-
tive item from the pool of those remaining. This process continues until we have a
sufficiently precise estimate of the scale score. Thus the aim is to attain a precise score
while asking the patient to answer as few questions as are necessary. Wainer (2000)
has shown that CAT questionnaires are typically 30-50% shorter than conventional
questionnaires with the same measurement precision.

The key to CAT is the use of logistic item response theory (IRT) modelling, which
was introduced in the previous chapter. IRT enables each item to be calibrated along
a single continuum that represents the latent trait, or scale score. Thus a consistent
scale score can be calculated, irrespective of which set of items was completed by an
individual patient. In effect, we have a single ability scale and can identify and exploit
those items that relate to the segments of interest along the scale. After each item has
been answered, the computer dynamically evaluates the respondent’s location on the
ability continuum. Then, according to the previously calibrated item difficulties, the
maximally informative item to present next is selected. Continuing the above exam-
ple, if the respondent has very much difficulty walking a short distance, the computer
might have selected for the next question an item about walking around the house.
In contrast, if the response were that there is no difficulty at all in walking, far more
informative items might concern walking long distances or running.

Figure 8.1 shows the principles of the CAT algorithm. IRT provides the essential
features that enable CATs. In this chapter, we shall explore each of the issues indicated
in Figure 8.1 and illustrate the implementation of CATs.

8.2 Item bank

The first stage in developing a CAT is the creation of a comprehensive item bank.
An item pool, or item bank, is a collection of items that represent and define a single
dimension (domain) (Figure 8.2). The aim of item banking is to gather together a num-
ber of items that are positioned along the full range of the continuum being addressed.
That is, the items should be of varying difficulty and should cover all levels of ability
or functioning that are of relevance for measurement. If the objective of the instru-
ment is screening for symptoms needing treatment, the emphasis might be on having a
comprehensive set of items with difficulties either side of the threshold for therapy; on
the other hand, for most research applications, a wider segment of the continuum — or
even the entire range — may be of interest.
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Figure 8.1 Chart representing the computer algorithm for a computer adaptive test (CAT).

e Item banking and item calibration
The difficulty of each item can be evaluated, providing estimates of the item positions along
the ability continuum.

e Scale standardisation and test equating
Once the items have been calibrated for difficulty, consistent scale scores may be calculated
irrespective of which particular set of items have been used. This approach can also be used
when comparing similar subscales in different instruments, when it is known as test linking
or test equating.

e Test information
As already outlined, we can evaluate the amount of information in a test, and also the additional
information contributed by each item (Section 7.5). This enables us to identify which item is
optimally informative and should be selected for the next stage of the test procedure.

e Precision of scale scores
The test information function is inversely related to the SE of the estimated score. Thus at
the same time as evaluating the test information, we can calculate the SE that applies to
the current estimate of the patients scale score. When the SE becomes sufficiently small, we
know that we have attained sufficient precision and can terminate the test.

Figure 8.2 TItem banking.
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When building an item bank, a common initial approach is to review the literature on
existing instruments and assemble a number of items from these questionnaires. Also,
at an early stage of the development, thought should be given to any gaps in the contin-
uum or segments that are not well covered. Although the subsequent data collection and
quantitative analyses will in due course reveal any gaps, frequently an early qualitative
review will indicate whether there is need for additional items, for example at the high
and low ends of the continuum. Items may come from many different sources and will
inevitably have a variety of formats, phrasing and response options. To produce a coher-
ent instrument such idiosyncrasies will have to be standardised, although care should
be taken to ensure that this does not compromise the conceptual basis of those items.

Examples from the literature

Fatigue is a common symptom both in cancer patients and in the general popula-
tion. It is commonly regarded as difficult to assess effectively and efficiently, and
is frequently under-treated. Lai et al. (2005) developed an item bank for assess-
ing cancer-related fatigue. The preliminary item bank consisted of 92 items.
Fourteen came from the authors’ existing FACIT questionnaires and another 78
were written following a review of the literature, to cover the continuum in terms
of content and item difficulty and to eliminate ceiling and floor effects.

Another example of an item bank was the development of the Headache
Impact Test (HIT) for assessing the burden of headaches (Bjorner et al., 2003).
These authors began by selecting items from four widely used measures of
headache of impact, which resulted in 53 items in total. These items were
standardised to have five-category rating scales, and the items were reworded
to specify a recall period of 30 days.

8.3 Item evaluation, reduction and calibration

After developing the list of candidate items (Figure 8.3), the next step is to test them on
patients and collect response data. Patients, representative of the diversity of the target
groups at which the measurement scale will be directed, should be recruited and asked
to complete the items. The aim is to establish that

1. all items relate to a single unidimensional scale,

2. the assumptions of local independence and monotonicity are satisfied,
3. an IRT model provides adequate fit for each item,

4. there is no evidence of substantial DIF across the patient subgroups,

5. item difficulty can be assessed.

The first three points are interrelated. Essentially, they concern ensuring that the
items perform equally across all subgroups of patients, and that all items represent the
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same single dimension. Methods of the previous chapters provide the means for mak-
ing these tests — for example, dimensionality may be assessed by the factor analysis
methods of Chapter 6 (exploratory-, confirmatory- or bi-factor analysis). Items that fail
to meet the dimensionality requirements should be reviewed and possibly revised or
reworded. Alternatively, they might be excluded from the item bank. The IRT methods
of Chapter 7 can then be applied, to assess the validity of the assumptions (Section
7.6). After fitting an IRT model, the items are tested for fit to the IRT model, and
those that do not show adequate fit should be modified and retested, or considered
for removal from the item bank. Poorly performing items, with weak discrimination
or disordered response categories (Section 7.5) should be deleted. Finally, the possi-
bility of DIF with respect to major socio-demographic and clinical factors should be
explored (see Section 7.10), leading again to further items that may have to be rejected.

After this ‘winnowing’ or pruning of the item bank, the remaining items should be
calibrated according to the IRT model. The aim is to calibrate along a single latent trait
the difficulties of all items, providing estimates of their location and discrimination.
Not only are these parameters required for the application of CAT, but they also reveal
any gaps in the item bank where there may be a lack of items targeting a particular
range of difficulties. New items may be required to address these gaps; after testing,
they may be added to the item bank.

Example from the literature

To evaluate and calibrate the 53 candidate items of the HIT, Bjorner et al. (2003)
used a national survey to interview 1,016 randomly selected persons in the USA.
First, dimensionality was explored using confirmatory factor analysis (CFA). Three
alternative factor models were considered and the authors decided that, despite
poor model fit, it would be justifiable to apply a unidimensional IRT model to the
data. Then, initial evaluation of the item characteristic curves (ICCs) indicated
that for some items adjacent categories were non-informative, and so these were
combined to give fewer distinct categories. Next, the generalised partial credit IRT
model (see Section 7.5) was applied for a more extensive exploration of the char-
acteristics of each item, and to estimate the item thresholds. Logistic regression
DIF analyses confirmed that there were no major signs of DIF and that the items
performed similarly in all patients. The authors concluded that the item pool could
be considered as a basis for a CAT test (this example is continued in Section 8.5).

8.4 Item linking and test equating

Item linking

So far we have been describing the situation where all patients complete the full set of
items that will be included in the item bank. This may not be feasible for several rea-
sons. Sometimes the item bank will be too large, and the burden on patients would either
be too great or might be likely to lead to poor compliance; it may be preferable to divide
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the items into smaller ‘testlets’ or sub-tests. Sometimes there may be existing data avail-
able for some items, which can contribute to the estimations. Also, if the item bank is
deemed inadequate in places, it may be desired to add further items at a later date.

Fortunately it is not necessary for all patients to give responses to the full set
of items — indeed, it is possible to fit the IRT models even if no patients receive all
of the items. All that is required is that there should be a sufficient overlap of items
administered to different patients so that the estimated scale scores can be anchored
and the item difficulties estimated. Thus when considering existing sets of data, the
important thing is that there should be anchor items that are the same as items used in
other questionnaires. Without such anchor items, the problem of different respondent
samples being likely to have different underlying trait levels would make the analyses
and the estimates difficult, or even impossible, to interpret.

When constructing large item banks, the usual solution is to divide the items across
two or more separate and shorter questionnaires, with each questionnaire including a
common set of questions as anchor items. Thus all respondents receive the anchor items.
These anchor items are chosen to be broadly representative of the item bank and roughly
uniformly spaced across the latent trait continuum. Optimally, these should include
items towards both the upper and lower limits of the scale. Ten or more anchor items are
frequently advocated, although for linking a large number of items some authors rec-
ommend that as many as 20% of the total should be anchors (Cook and Eignor, 1989).

This study design is known as the common item design. There are then several meth-
ods for calibrating the items onto a common continuum, or item linking. One method is
concurrent calibration, in which IRT software is used to calibrate the combined set of
items onto a single standard metric. The assumption is that there is a ‘true’ underlying
score (the latent trait) that is being estimated by all items.

A variant of concurrent calibration is to first estimate only the parameters of the
common items, and then while holding them fixed (anchored) the parameters of the
remaining items are estimated for each questionnaire. A linear transformation function
can then be derived from the parameter estimates.

Alternatively, using separate calibration, each respondent sample is analysed sepa-
rately, and the parameter estimates of the anchor items are used to identify an appropri-
ate linking transformation. This approach allows items from a number of samples to be
transformed to the metric defined by a single specified base sample.

Usually, linear transformation functions are used, and one test or questionnaire is
defined as the base to which others will be transformed. The equating of questionnaires
can be accomplished either by identifying a function for transforming the scores, or by
determining a function that transforms the IRT parameter estimates from one test to the
other. A simple approximate procedure for matching is in terms of how many SDs the
scores, or parameter estimates, are above the mean for the test — this is known as the mean
and sigma method. Details of all these procedures are given in Kolen and Brennan (2010).

A number of other study designs have been proposed for item linking. For example, a
sample of respondents can be randomly allocated to receive one of two (or more) instru-
ments. Then we can assume that all differences in overall trait level are random and
that the groups are randomly equivalent. These, and other more complex designs, are
outlined by Embretson and Reise (2000) and discussed by Kolen and Brennan (2010).
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Test equating

A topic related to item linking is the linking of scale scores, known as test equating.
The aim here is to calibrate different instruments against each other. Similar proce-
dures to those mentioned above can be used. Strictly, however, two scales can only be
equated if they satisfy the following conditions:

* Equal construct requirement

They should measure the same construct and refer to the same continuum.

* Equal reliability requirement

They should have the same reliability.

* Symmetry requirement

If a score on one questionnaire is equated to a score on the second questionnaire us-
ing a transformation procedure, the second scores can also be equated to the first by
using the inverse transformation procedure. Note that this is unlike solutions from
linear regression, in which a regression of x on y is not the inverse function of the
regression of y on x.

* Equity requirement

The scales must be equally effective so that it is immaterial which is used.

* Population invariance requirement

They must have the same relationships for different populations.

These requirements are clearly mandatory for equity in educational testing. In a
medical context, however, it is perhaps more common to use regression methods for
prediction of the scores that would have been expected if another instrument had been
used (see Section 17.7); this is frequently the aim when comparing results across studies.
However, Fayers and Hays (2014b) show that regression-based methods for test-linking
result in artificially reduced estimates of the standard deviations and must be used with
caution for group comparisons and clinical trials. Calibration is used when questionnaires
measure the same construct but with unequal reliability (for example when less reliable
short-form instruments are used instead of the longer and more precise standard ver-
sions), or unequal difficulty (an example of the latter would be a difficult version of a
questionnaire for healthy people and an easier version for those with severe illness).

Example from the literature

McHorney and Cohen (2000) constructed an item bank with 206 functional sta-
tus items, drawn from a pool of 1,588 potential items. Even 206 items was con-
sidered too lengthy for a mail survey of the elderly, and also it was thought that
some closely similar items would be perceived by the respondents as redundant
duplicates. Therefore three questionnaires were constructed, each containing a
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common set of 89 anchor items and 39 unique items. The response options to
all items were standardised to have six categories.

A graded response IRT model was fitted using the package MULTILOG (Thissen,
2003). Concurrent calibration was used for all groups. First, the anchor items
were tested for DIF, as it is essential that these items should function in the same
way within all the groups. A total of 28 items exhibited DIF and were excluded
as anchors. Another 18 items were excluded because they exhibited little vari-
ability in participants’ responses. The remaining items were used as anchors for
equating the three forms. As output from the equating, the authors presented a
four-page table of the IRT thresholds and discriminations for all items.

Although no items were ‘very, very easy’, about two-thirds were located at
the easier end of the continuum. Only six items were rated as ‘very difficult’
(such as ‘climbing more than 30 steps’, ‘carrying large bags of groceries’, ‘scrub-
bing the floor’). Items with highest discrimination were those associated with
clearly defined explicit activities, including ‘put underclothes on’, ‘move between
rooms’, ‘get into bed’, ‘take pants off. Poorly discriminating items tended to be
those that could be ambiguous. For example, the response to ‘difficulty using a
dishwasher” would be unclear if the respondent does not have a dishwasher, and
similar ambiguities apply to items such as ‘difficulty driving in the dark’.

8.5 Test information

Test information functions, as described in Section 7.5, can be evaluated for the full
item pool, to assess the adequacy of coverage of the items. Also, as we have seen in
Figure 7.5 and equation (7.4), the standard error of measurement is estimated by the
square root of the inverse of the information function. Any inadequate coverage should
be addressed by creating new items to complement the existing pool.

The test information function is also used after the CAT has been developed and is
being applied to individual patients. During each cycle of the algorithm in Figure 8.1,
the test information function is evaluated for the set of items that have been currently
included in the test. The corresponding SE is calculated and the CI (confidence inter-
val) can be computed.

Example from the literature

Bjorner et al. (2003) examined the information content of the items used in
the Headache Impact Test (HIT). Figure 8.4 shows the information function for
the HIT item pool, together with the SE of measurement. The scale has been
defined such that the population mean is zero and the SD is one. It can be seen
that the item pool is most informative at two SDs above the mean, where there
are relatively few headache sufferers. The items in the pool are less informative
for patients with little headache.
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Bjorner et al. (2003) conclude that the item pool shared the weakness of the
original instruments in providing inadequate information for people with little or
average headache. Therefore they investigated additional items that clinical experts
proposed as suitable for discriminating amongst people with mild headache.
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Figure 8.4 Information function and standard error of measurement for the HIT item pool
compared with the population distribution of headache impact. Source: Bjorner et al., 2003,
Figure 3. Reproduced with permission from Springer Science and Business Media.

8.6 Computer-adaptive testing

After constructing the initial item bank and calibrating the items, the preliminary CAT
test can be developed and tested on patients. The outline of the CAT procedure was
shown in Figure 8.1. Each patient will receive a different set of questions. These ques-
tions are chosen with difficulties that should be challenging to the patient, and are
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therefore maximally informative when estimating a precise scale score. For these scale
scores, simple summated scores would be inconsistent and are inappropriate. Instead,
since the individual questions have been calibrated along the continuum and their item
difficulties estimated, IRT-based scoring makes use of these item difficulties to cal-
culate scores that reflect the patient’s position on the continuum. This is a complex
calculation, and hence adaptive testing is invariably computer based.

When a patient commences the test, the initial item is usually chosen as one of medium
difficulty. From the patient’s response, the current (initial) estimate of their scale score is
made. Being based on a single item, this will not be a very precise score. Therefore the next
(second) item is selected, chosen to have difficulty (or thresholds) in the region of this current
estimate of the patient’s scale score. The response to this item enables the score to be recal-
culated with greater precision. The precision of this revised estimate is calculated using IRT,
and the SE and CI are determined. If the SE is not considered sufficiently small or the CI is
too large, another question is selected from the item bank. This process continues, as shown
in Figure 8.1, until satisfactory values are obtained for the SE and the CI (or until the items
have been exhausted or the patient has answered the maximum permitted number of items).

We have presented the development and calibration of the item bank as being a
separate and distinct phase from the application of the CAT. However, the CAT data
that is subsequently collected on patients can be also added to the information already
in the item bank, enabling a more precise computation of the item characteristics. New
items may also be added as necessary to the item bank. Thus there may be overlap
between the development and application phases, with the item bank that feeds into the
CAT model continuing to be expanded and modified.

Figure 8.5 summarises the main advantages and disadvantages of CAT over conven-
tional questionnaires.

Advantages
e The number of questions presented to each respondent is minimised.

e Selection of items is individually tailored, and irrelevant items omitted—potentially
enhancing responder compliance.

e Floor and ceiling effects can be minimised.

e The user can specify the desired degree of precision, and the test continues until the precision
is attained.

e Individuals making inconsistent response patterns can be identified.
e Items and groups of respondents showing DIF are readily identified.

Disadvantages

e Comprehensive item pools have to be developed and tested.

e Item calibration studies require large numbers of patients.

e The methodology is more theoretically complex than that of traditional psychometrics.
o Implementation in hospital and similar settings may present practical difficulties.

e Ideally, item banks will have continued expansion and refinement even after the CAT has
been released.

Figure 8.5 Advantages and disadvantages of CAT.



234 ITEM BANKS, ITEM LINKING AND COMPUTER-ADAPTIVE TESTS

Examples from the literature

Lai et al. (2003) illustrate how the precision increases as successive items from
their fatigue CAT are applied to an example patient. Initially, a screening item (‘I
have a lack of energy’) was applied. The patient responded 1 on the 0-4 scale,
indicating ‘quite a bit’ of fatigue. From the previously calibrated item bank, it
was known that this meant the patient’s score on the 0-100 fatigue scale was
expected to be between 29.6 and 47.3, with the midpoint value of 38.5 being
the best estimate. However, the range of uncertainty is 47.3-29.6 = 17.7, which
is very wide. Therefore another item was selected, with difficulty (mean threshold
value) close to 38.5; this item was ‘I have trouble finishing things because I am
tired. The patient endorsed 1 on this item, too, which led to a more precise score
estimation of 38.5 to 47.3, with a midpoint estimate of 42.9. The test continued
until four items had been applied, when the predicted scale score was 44.9 plus
or minus 2.0.

Figure 8.6, adapted from Ware et al. (2003), compares the CAT scores against
the scale scores based on the full item pool of 54 headache impact items. The
agreement and precision improve as the number of items in the CAT increases
from 6 to 10, 13 and 20.
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Figure 8.6 Relation between HIT scores based on the full 54-item pool and the CAT based
on 6, 10, 13 or 20 items. Source: Ware et al., 2003, Figure 2. Reproduced with permission of
Springer Science and Business Media.
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8.7 Stopping rules and simulations

The CAT continues until terminated by a stopping rule, as shown in Figure 8.1. The
choice of stopping rule is a compromise between the wish to obtain high precision and
the desire to keep the test short. The most effective way to review the consequences of
various stopping rules is by computer-based simulations. Simulations generated from
the patient-response data already collected for the item bank are called real simula-
tions (McBride, 1997). The principle is to apply the algorithm shown in Figure 8.1 to
each of the previously observed patients that are in the database. The computer only
uses the responses that would have been obtained during a live CAT, and the responses
that the patient made to other items is ignored.

This simple approach is less useful when item-linking of multiple questionnaires
has been used, as many respondents may not have answered some of the items that
become selected when the CAT is applied. Instead, the IRT model that has been fitted
can be used to simulate responses that would be representative of a random sample of
respondents (simulees).

Example from the literature

Fliege et al. (2005) adopted both these simulation approaches when developing
a CAT for depression (D-CAT). After calibrating the items, the CAT algorithm was
applied and the stopping rule of SE < 0.32 was evaluated. For ‘real simulations’,
the response data collected for calibrating the CAT was used. For IRT simula-
tions, 100 virtual persons were simulated at each 0.25 interval along the latent
trait continuum from —3.5 to +3.5, resulting in a sample of 2,900 ‘simulees’.

Most of the respondents had depression scores within two SDs of the mean
value, that is, over the latent trait continuum of —2.0 and +2.0. The real simu-
lations indicated that over this range an average of 6.12 items (SD = 2.11) was
needed to obtain estimates with an SE < 0.32. Using simulees, an average of
7.15 items (SD = 1.39) were needed over this range.

It was concluded that there is little difference in information between the
total 64-item test score and the CAT score, which is based on an average of
approximately six items. Fleige et al. comment: ‘The considerable saving of
items without a relevant loss of test information is in line with previous studies.

The example of Fliege et al. is interesting, as this is one of the few studies that has been
able to create an item pool with item locations so effectively spread across the full con-
tinuum. However, Reise and Waller (2009) observe that this was accomplished by treat-
ing depression as a bipolar continuum marked by happiness items (optimistic) on one end
and depression items on the other; they question this, firstly suggesting that the lower end
of a depression scale should not be ‘happiness’ but ‘lack of depression’, and secondly cit-
ing the findings of Stansbury et al. (2006) that positively worded items on a well-known
depression measure needed to be eliminated to achieve adequate fit to an IRT model.



236 ITEM BANKS, ITEM LINKING AND COMPUTER-ADAPTIVE TESTS

8.8 Computer-adaptive testing software

Many investigators have found it necessary to develop their own CAT programs, as
commercially available software for handling polytomous responses is limited. First,
standard IRT software is frequently used to estimate the item parameters, and this cali-
bration process is repeated at intervals whenever an appreciable number of additional
patients have been accrued to the central database. Recalibration would also occur
whenever new items are being written and added to the item pool. Then when a new
patient is being tested, CAT software can use these stored item parameters and their
associated IRT models. The algorithm of Figure 8.1 is used, with the CAT program cal-
culating the individual patient scores and SEs. Further items are selected and applied,
until the stopping rule is satisfied.

Some questions and issues that should be considered when developing or purchas-
ing software include those in Figure 8.7.

e Patients have varying computer skills, and software should be robust and ‘user friendly’,
with an effective human-computer interface.

e What input device or devices should be supported? Possibilities include touch sensitive PC
tablets, mobile phones and voice input.

e Many patients may be old, have poor eyesight, or have limited dexterity. Therefore the
questions should be written in a large bold font, with large boxes for tapping the
response.

e Should several items be displayed on the screen simultaneously, or should they be
presented one at a time? The decision may partly depend on the complexity of the
questions being used.

e Should there be a facility for patients to go back and either review their responses or
correct them?

o Are translations of the item bank needed, and if so can the software support all of them?

e How will the data be saved? Is it desired to integrate or link the CAT results with hospital
information systems or other databases?

e Are individual patient scores to be calculated and made available to the patient’s clinician?
In what format will these be displayed or printed?

e Will patient responses be accumulated for subsequent analyses and improvement
of the item bank? Monitoring of patients’ responses (such as recording the time taken
for responding to each item) can also be useful for improving the item bank and
the CAT.

e (Checks of data quality should be implemented, with detection of inconsistent responses and
‘patient misfit.

e The usual needs for data security and data protection of confidential medical data will apply.

e Comprehensive backup facilities in case of system failure are essential.

Figure 8.7 TIssues to be considered for CAT software.
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8.9 CATs for PROs

Major benefits from using CAT have been found in other fields, such as educational
testing. Similar gains should be attainable for PRO and QoL instruments, although
there are some challenges:

* [tems should have varying difficulty

In educational examinations it is easy to identify test items that have major differ-
ences in difficulty levels. Similarly, it is easy to demonstrate the efficiency of CAT
for outcomes such as physical functioning, or the impact of pain on daily activities.
For many other PROs the advantages may be far smaller.

* Length of questionnaires

In educational examinations, the students are clearly motivated to respond to as
many questions as they can — the issues of examination length are of less concern
than in health-related applications. In contrast, the usual requirement for QoL stud-
ies to assess multiple dimensions means that for many applications the maximum
number of items per scale will be tightly limited. This may reduce the benefits of
CAT. On the other hand, the efficiency of CAT should offer major advantages over
traditional paper-based questionnaires.

* Dimensionality/local independence

As emphasised in previous chapters, concerns about dimensionality, and especially
local independence, may be more severe in health assessment than in education. This
may be particularly important for symptoms of disease and side effects of therapy,
which may constitute formative scales.

* [tem sequencing

The developers of almost all traditional questionnaires rigidly emphasise that
the order of questions must remain fixed and that no new items may be inserted.
This is because of fears that responses to earlier items may influence later ones
in some unspecified manner. In CAT, each patient will receive different items
and in varying sequences. The impact of changes in item order remains largely
unknown.

* Cost and practicality

In educational settings, the provision of computer facilities is more easily structured
than in busy hospital environments. Costs and delivery are important considerations
for any test, and the implementation of CAT in hospital settings and in multicentre
clinical trials needs further investigation.

Given these considerations, careful evaluation of the benefits of CAT in outcomes
research is called for.
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Multidimensional CAT

Since QoL is, by definition, multidimensional, it has been suggested that multidimen-
sional CAT should be used (Petersen et al., 2006). The principle here is that since many
of the dimensions are strongly correlated they are informative about each other, and
so either the total number of items that are presented can be further reduced or extra
precision derived by making maximum use of all the information collected. For exam-
ple, a person who is very fatigued will tend to report a correspondingly poor physical
functioning. Thus, when assessing levels of fatigue, the CAT ought to make use of
information from dimensions such as physical functioning. Petersen et al. found that
by using multidimensional CAT for the EORTC QLQ-C30 about half the items suf-
ficed to obtain comparable precision to the standard QLQ-C30 version 3.

DIF and CAT

Although items exhibiting DIF are generally deprecated, CAT may also offer a poten-
tial to correct for DIF effects. In some scales it may be difficult to avoid item bias, and
the investigators may decide to overcome DIF by including different items for different
subgroups of respondents. For example, suppose an instrument is required for use in a
clinical trial that will be recruiting patients aged from 10 to 70. It might be desired to
obtain a single indicator of physical function even though ‘good physical functioning’
will take on a different meaning for children as opposed to adults. In such a situation
the investigator might have one question for adults about going to work, a different
question for children about going to school, and possibly other questions aimed at
other subgroups of patients such as the retired. Then each question would be relevant
only for its own target subgroup, and would not be valid for other patients. The results
could be analysed by calibrating the individually targeted questions onto the overall
physical functioning continuum. In this simple example one could in principle have
considered instead using a compound question, such as: ‘Do you have trouble going
to school/work or doing housework/performing retirement activities?” However, this
could be confusing and easily misunderstood, and the listed activities might have dif-
ferent relevance in the various subgroups; IRT and CAT offer greater potential for a
consistent scaling.

8.10 Computer-assisted tests

This chapter is mainly about the use of IRT to develop CATs — computer-adaptive
tests. However, another important use of computers is in computer-assisted testing.
In clinical and related settings it is standard practice for the nurse, clinician or other
interviewer to adapt the questions according to the relevant issues. For example, if a
patient says they have a particular symptom, the interviewer may inquire about sever-
ity and duration. Some symptoms may be intermittent, in which case frequency may be
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relevant. Sometimes significant questions may concern impact on the patient or inter-
ference with activities. Computer-assisted tests can be developed, mimicking the tra-
ditional patient—clinician interview. The objective of these tests is to expand out the
reported symptoms, as appropriate in each case, by exploring the relevant aspects and
issues surrounding each specific symptom.

This form of testing is most useful when the assessments are intended for routine
patient management, but may also be of value when collecting information in clinical
trials: an obvious situation concerns the detection and reporting of unusual adverse
effects.

A useful combination of testing may be CAT for measuring the main QoL dimen-
sions, and tailored questions for expanding out relevant symptomatology.

8.11 Short-form tests

The methodology of IRT and CAT can also be used to generate efficient so-called
short-form (SF) versions of questionnaires, in which an optimal set of items is selected
from the item bank such that maximum precision over a specified range is obtained
when using the minimal number of items. The benefit of adding items can be assessed
in terms of the impact on precision of the estimated scores; either the maximum num-
ber of items or the desired precision may be prespecified when developing the SF
instrument. Many instrument developers offer brief SF versions, frequently developed
in parallel with a full CAT approach. Since these SF versions consist of fixed sets of
items, all respondents complete the same questionnaire, and it may for example be
presented in a traditional paper-and-pencil format.

One particular aspect of an IRT-based SF approach is that separate SF versions of a
questionnaire may be developed for specific populations. For example, when assessing
physical functioning of severely ill hospital in-patients the range of interest is different
from that in a relatively healthy population. In terms of IRT, we can search for items
that yield an information function covering the required population distribution. Thus
different SF versions, all calibrated to provide scores on a single common metric, may
be generated for specific populations that are expected to have different mean scores,
ranges or SDs. Also, for some applications brevity (fewer items, less burdensome) may
be more important than precision. IRT and CAT provide the tools for deriving such SF
questionnaires.

8.12 Conclusions

CAT potentially presents major advantages over traditional testing. In particular, it
offers the possibility of gaining greater precision while presenting fewer questions to
the patient. It also results in tailored tests that avoid asking patients irrelevant — and
therefore possibly irritating — questions. Scores from CAT also have the advantage that
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their precision is automatically determined as part of the computational process, which
is rarely the case with traditional methods. But, on the other hand, the development
process is more complex and involves the development, validation and calibration of
large item banks.

The benefit of the CAT approach is that it is less burdensome for the respondents.
Fewer items are required for any given level of precision. For any given number of
items, the estimated scores from a CAT are more precise than for a traditional ques-
tionnaire with a fixed set of items.

Although CATs are theoretically more efficient than traditional tests, the greatest
gains are apparent only when dimensions are amenable to evaluation using items of
varying difficulty. Thus the assessment of physical functioning and activities of daily
living offer ideal examples — even traditional instruments resort to questions regarding
from easy tasks, such as ability to get out of bed, through to more difficult activities
such as running a long distance. Similarly, ‘impact’ scales readily offer items of vary-
ing difficulty. Examples include the impact of fatigue on daily activities, the interfer-
ence of pain on activities, and the headache impact test that we have described. For
other types of scale it may be more difficult to devise items of appreciably varying
difficulty, in which case the benefits of CAT are less clear.

8.13 Further reading

The book by Wainer (2000) provides a comprehensive discussion of the development
of CATs. Examples of papers setting out principles and methodology for developing
item banks and CAT systems for PROs are Reeve et al. (2007), Rose et al. (2008),
Thissen et al. (2007) and Petersen et al. (2010). The special issue of Quality of Life
Research (2003) volume 12, number 8, contains several papers illustrating the devel-
opment of the headache impact test. Two groups have developed CATs for cancer-
related fatigue, and both provide comprehensive details: the reports of the Functional
Assessment of Chronic Illness Therapy (FACIT) group (Lai et al., 2003, 2005) may be
compared against those of the EORTC group (Giesinger et al., 2011; Petersen et al.,
2013). Test equating, scaling and linking are detailed by Kolen and Brennan (2010).
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Summary

Previous chapters have reviewed the aims, principles and psychometric techniques
of questionnaire design, validation and testing. We have emphasised that develop-
ing a questionnaire is a lengthy and time-consuming process; it is recommended that
investigators make use of existing questionnaires whenever appropriate. This chapter
discusses how to identify and select a suitable questionnaire. We also describe the
principal methods of scoring the results.

9.1 Introduction

There is a wide diversity of instruments for assessing QoL and measuring PROs, and
the choice of instrument may be crucial to the success of a study. Although many ques-
tionnaires exist, not all have been extensively validated. The selection must be made
with care, and expert advice is important. The choice of questionnaire will depend on
the study’s objectives and the characteristics of the target population. For some stud-
ies, it will be most natural to seek a generic instrument that enables comparisons to be
made against other groups of patients, possibly from other disease areas. This might
be the case when an expensive intervention is being explored in a clinical trial and the
study results are to be used in a health-economic evaluation. In other studies, it may be
more important to identify areas in which a new treatment affects the QoL of patients,
and patient-reported side effects may be the principal objective. In this chapter, we
explore how the study objectives may influence the choice of questionnaire.

A large part of the instrument selection process consists of checking and verifying
that the candidate instruments have been developed with full rigour and that there is
documented evidence to support claims of validity, reliability, sensitivity and other
characteristics. In effect, the investigator who is choosing an instrument will need to
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judge the extent to which formal development procedures have been followed, and will
then have to decide how important any omissions may be. We present a checklist to aid
the evaluation of instruments.

Clinical trials or clinical practice?

This chapter focuses on clinical trials. QoL instruments are also being increasingly
used in clinical practice, for individual patient monitoring and management. This
raises other issues, which are not covered here. The comprehensive review by Snyder
et al. (2012) is recommended reading.

9.2 Finding instruments

There are a number of books providing extensive collections of reviews, both for gen-
eral and disease-specific questionnaires. Examples include Bowling (2001, 2004),
McDowell and Newell (2006) and Salek (2004).

Many disease-specific reviews of QoL instruments exist. These reviews may report
the results of literature searches, describing all generic and disease-specific ques-
tionnaires that have been used for a particular condition, and sometimes debate the
contrasting value of the approaches. It can be worth searching bibliographic databases
for articles containing the keywords ‘review’ together with ‘quality of life’ and the
disease in question. Unfortunately, some of these reviews are likely to have been writ-
ten as part of a justification for developing a new instrument, in which case they may
conclude that no satisfactory tool exists for assessing QoL in this population — and
declare the author’s intent to fill the gap.

The Patient-Reported Outcome and Quality of Life Instruments Database
(PROQOLID) is an Internet resource at <http://www.proqolid.org/>. PROQOLID is
indexed by pathology/disease, targeted population and author’s name, and has general
search facilities. It is a useful aid for identifying disease-specific instruments. For sub-
scribers, it additionally contains descriptions and review copies of a growing number
of instruments.

Special populations

Standard instruments may not be suitable for particular populations. For example,
instruments intended for children present a set of challenges. Children have age-
dependent varying priorities that are frequently misunderstood by adults. Younger
children may need help completing questionnaires, while proxy assessment may be
necessary for the youngest ones. Landgraf (2005) and Solans et al. (2008) provide
reviews of the issues and thoughts about how to assess QoL in children, and describes
the more prominent questionnaires.
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Another example is the assessment of patients with dementia, which may pose chal-
lenges both in understanding what causes distress and in the measurement of the perti-
nent issues. Again, proxy assessment may be necessary. Ettema et al. (2005) provides
a review, although more recent instruments have been developed since then.

9.3 Generic versus specific

Generic instruments focus on broad aspects of QoL and health status, and are intended
for use in general populations or across a wide range of disease conditions. If it is
considered important to compare the results of the clinical trial with data from other
groups of patients, including patients with other diseases, a generic instrument will be
appropriate.

A generic instrument is required when making health-economic assessments that
cover a range of disease areas, or when contrasting treatment costs versus therapeutic
gains across different diseases. However, for the valid application of health-economic
methods, it will be necessary to use an instrument that has in addition been developed
or calibrated in terms of utilities, preferences or a similar system of values.

In contrast, disease-specific instruments are usually developed so as to detect
more subtle disease and treatment-related effects. They will contain items reflect-
ing issues of importance to the patients. In some clinical trials, the objective of
the QoL assessments is to detect patient-reported differences between the test and
the control treatment. In these trials, the instrument of choice will frequently be
disease-specific and therefore sensitive to the health states that are likely to be
experienced by patients eligible for the study. Disease-specific instruments may
also provide detailed information that is of clinical relevance to the management of
future patients.

When evaluating new treatments, or novel combinations of therapies, the possible
side effects and consequent impact on QoL may sometimes be uncertain. An instru-
ment that is sensitive to the potential side effects of therapy may be required, and this
will generally indicate the need for a disease- or treatment-specific instrument. Even
so, not all disease-specific instruments have the full range of appropriate treatment-
specific items that are relevant for the particular form of therapy under investigation,
and at times multiple questionnaires must be used, or supplementary items devised, to
address the pertinent issues of interest.

The separation of instruments into generic and specific can function at different
levels. Thus the EORTC QLQ-C30 and the FACT-G are examples of instruments that
are generic for a class of disease states. These instruments are core modules that are
intended for use with supplementary modules focusing on particular subcategories of
disease and specific treatments. Since they were designed to be modular, both the core
and a supplementary module can be used together on each patient.

Other instruments assess individual aspects of QoL, with PROs for symptoms such
as pain, fatigue, anxiety and depression, and if these dimensions are of particular inter-
est in the trial the questionnaires may be used alongside disease-related or generic
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instruments. Thus a trial investigating the use of erythropoietin (EPO) for fatigue in
cancer patients might use an instrument such as the EQ-5D for health-economic pur-
poses, to evaluate the cost-effectiveness of treating the fatigue in cancer patients, with
the EORTC QLQ-C30 to assess QoL and a fatigue questionnaire to explore the ben-
efits of EPO on individual patients.

Although it may occasionally be possible to use a combination of generic, disease-
specific and dimension-specific instruments, the result may be a questionnaire package
that takes an unacceptably long time to complete and which contains questions that are
more or less repeated in different formats.

9.4 Content and presentation

When one or more potentially suitable instruments have been identified, ostensibly
covering the same issues, the next stage is to consider the whether it addresses all
the relevant issues in a suitable manner. The content — and even the style of presenta-
tion — of instruments can vary considerably. For example, the two most widely used
generic cancer instruments, the FACT-G and the EORTC QLQ-C30, differ apprecia-
bly. The developers of the FACT-G placed emphasis on psychosocial aspects, whereas
the team designing the QLQ-C30 included a far greater proportion of clinicians. This
is reflected in the nature of the two questionnaires. However, there is sufficient overlap
that it would seem inappropriate to use both questionnaires in a treatment comparison
study. A choice has to be made.

Example from the literature

Holzner et al. (2001) studied a heterogeneous group of 56 patients who were
treated with bone marrow transplant (BMT), and 81 who were diagnosed as
having chronic lymphatic leukaemia (CLL). All patients completed both the
FACT-G and the EORTC QLQ-C30. Holzner et al. show that the two instruments
have substantial differences even in the four major domains.

In the physical domain, the QLQ measures basic physical functions and effi-
ciency (‘physical functioning’), while the FACT focuses primarily on symptoms
such as fatigue and pain (‘physical well-being’). This was reflected in lower QLQ
scores in the CLL patients compared to the BMT patients, partly because the CLL
patients are on average 30 years older; there was no such difference between
CLL and BMT with the FACT.

In the emotional domain, BMT patients had lower FACT scores than CLL
patients, but the QLQ scores showed no differences. This was attributed to the
QLQ emotional functioning scale referring to mood states (irritability, tension,
depression, worry), whereas the FACT emotional well-being scale emphasises
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existential issues (worries about the future, death) - and thus patients under-
going life-threatening BMT scored lower.

In the social domain, the FACT is directed at aspects of social support, while
the QLQ focuses on how physical condition interferes with family and social
life. It is suggested that this explains why the QLQ shows lower scores for BMT
than for CLL, while there is no difference between the FACT scores.

Finally, the QLQ defines “role functioning” in terms of work and leisure activi-
ties, but the equivalent FACT dimension is many-faceted and includes aspects
of working, enjoyment, coping and satisfaction.

Holzner et al. note that:

a. when selecting a QoL instrument, investigators should not rely on names of
subscales and domains but must take into account the contents of individual
items,

b. similarly, interpretation and comparison of study results should be based on
the content of items and not rely on names of subscales,

c. similar differences could probably be found among other QoL instruments.

9.5 Choice of instrument

Criteria for choosing

How should one select an instrument for use? Assuming that you have formed a
shortlist of potentially suitable instruments that purport to address the scientific
issues that are relevant to your study, the next steps are first to review the content of
the instruments and, secondly, to check whether the instruments have been devel-
oped rigorously.

Points to consider are included in the checklist shown in Box 9.1. It is likely that
few, if any, instruments will be found to satisfy all these requirements — and, for many
instruments, much of the required information may be unreported and unavailable. A
judgement must be made as to the adequacy of the documented information and the
suitability of the instruments.

The checklist has a brief section titled validation. The topics from Part 1 of this
book provide a basis for checking the validity and related aspects, such as sensitivity,
responsiveness and reliability. Terwee et al. (2007) have produced a checklist of crite-
ria for measurement properties of instruments, and the COSMIN group extend this in
a very thorough and comprehensive checklist covering the full range of psychometric
issues (Mokkink et al., 2010). Valderas et al. (2008) also provide a general checklist.
Validation of translations is outlined in Part 1 (Section 3.14), and further details are
also provided in Wild et al. (2005).
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The reasons for selecting a particular instrument should be documented in the study
protocol, and may be referenced when later reporting the results of the study.

Box 9.1 Choosing an instrument — a checklist

Documentation

1. Is there formal written documentation about the instrument?

2. Are there peer-reviewed publications to support the claims of the developers?
3. Is there a user manual?

Development

1. Are the aims and intended usage of the instrument clearly defined?

2. Is there a clear conceptual basis for the dimensions assessed?

3. Was the instrument developed using rigorous procedures? Are the results
published in detail? This should include all stages from identification of
issues and item selection through to large-scale field-testing.

Validation

1. How comprehensive has the validation process been, and did the validation
studies have an adequate sample size?

2. Do the validated dimensions correspond to the constructs that are of rel-
evance to your study?

3. Is there documented evidence of adequate validity?

. Is there evidence of adequate reliability/reproducibility of results?

5. What is the evidence of sensitivity and responsiveness? How do these values
affect the sample size requirements of your study?

N

Target population

1. Is the instrument suitable for your target population? Has it been tested
upon a wide range of subjects from this population (e.g. patients with the
same disease states, receiving similar treatment modalities)?

2. If your population differs from the target one, is it reasonable to expect the
instrument to be applicable? Is additional testing required to confirm this?

3. Will your study include some subjects, such as young children or cognitively
impaired adults, for whom the instrument may be less appropriate?

Feasibility

1. Is the method of administration feasible?

2. How long does the instrument take to complete (patient burden)?
3. Are the questions readily understood, or is help necessary?

4. Are there any difficult or embarrassing items?
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5. Is the processing of questionnaires easy or do items require coding, such as
measurement of visual analogue scales?

6. If multiple questionnaires are to be used (e.g. generic- and disease-specific
questionnaires), are they compatible with each other? Many instruments
come with the advice: ‘If more than one questionnaire is to be used, our one
should be applied first—which is clearly impractical when several make the
same demand.

Languages and cultures

1. Has the instrument been tested and found valid for use with patients from
the relevant educational, cultural and ethnic backgrounds?

2. Are there validated translations that cover your needs, present and future?

3. If additional language versions are required, they will have to be developed
using formal procedures of forward and backward translation and tested on
a number of patients who also complete a debriefing questionnaire.

Scoring
1. Is the scoring procedure defined? Is there a global score for overall QoL?
2. Are there any global questions about overall QoL?

Interpretation

1. Are there guidelines for interpreting the scale scores?

2. Are there any reference data or other guidelines for estimating sample size
when designing a trial?

3. Is there a global question or a global measure of overall QoL?

4. Is there, or is it necessary to provide, an open-ended question about ‘other
factors affecting your QoL, not covered above’?

5. Are treatment side effects covered adequately?

Adding ad hoc items

Sometimes an existing instrument may address many but not all of the QoL issues that
are important to a clinical investigation. In such circumstances, one can consider add-
ing supplementary questions to the questionnaire. These questions should be added at
the end, after all the other questions of the instrument, to avoid any possibility of dis-
turbing the validated characteristics of the instrument. Interposing new items, deleting
items and altering the sequence of items may alter the characteristics of the original
questionnaire. The copyright owners of many instruments stipulate that new items may
only be added at the end of their questionnaire.
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Sometimes it may be thought possible to extend a questionnaire by adopting an item
taken from other sources and thus known to have been tested. Commonly, however, the
wording of both the item and its response options will have to be changed, making the
new item consistent with the rest of the questionnaire. Thus, ideally, each additional
item should be tested rigorously to ensure that it has the desired characteristics. In
practice, this is frequently not feasible. For example, a clinical trial may have to be
launched by a specific deadline. However, as a minimum, all new items should be
piloted upon a few patients before being introduced to the main study. Debriefing ques-
tions similar to those we have described (Part 1, Sections 3.6 and 3.15) should be used.

Although the use of ad-hoc items to supplement a questionnaire may readily be crit-
icised, in many situations it is better to devise additional questions, with care, than to
ignore completely issues that are clearly relevant to a particular illness or its treatment.

9.6 Scoring multi-item scales

There are three main reasons for combining and scoring multiple items as one scale.
Some scales are specifically designed to be multi-item, to increase reliability or
precision. Sometimes items are grouped simply as a convenient way of combining
related items; often this will follow the application of methods such as factor analysis,
which may suggest that several items are measuring one construct and can be grouped
together. Also, a multi-item scale may arise as a clinimetric index, in which the judge-
ment of a number of clinicians and patients is used as the basis for combining hetero-
geneous items into a single index.

In the following descriptions it is assumed that all items in a scale are scored in the
same direction. For example, in a symptom scale it is usual for high scores to represent
a high level of symptoms, in which case it would be necessary to recode any items in
the scale for which high scores indicate a favourable outcome, fewer symptoms or less
severe symptoms.

Summated scales

The simplest and most widely practised method of combining, or aggregating, items
is the method of summated ratings, also known as Likert summated scales. If each
item has been scored on a k-point ordered categorical scale, with scores either from 1
to k, or O to k — 1, the total sum-score is obtained by adding together the scores from
the individual items. For a scale containing m items, each scored from O to k — 1, the
sum-score will range from 0 to m X (k — 1). Since different scales may have different
numbers of items or categories per item, it is common practice to standardise the sum-
scores to range from 0 to 100. This is done by multiplying the sum-score by 100/(m X
(k- 1)). As noted above, if some questions use positive wording and others negative,
it will be necessary to reverse the scoring of some items so that they are all scored in
a consistent manner with a high item score indicating, for example, a high level of
problems.
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Example

The emotional functioning scale of the EORTC QLQ-C30 (Appendix E6) consists
of questions 21-24. These four items are scored from 1 to 4. A patient respond-
ing 2, 2, 3 and 4 for these items has a sum-score of 11. The range of possible
scores is from 4 to 16. Thus we can standardise these scores to lie between 0
and 100 by first subtracting 4, giving a new range of 0 to 12, and then mul-
tiplying by 100/12. Hence the standardised score is (11-4)x100/12=58.3.
However, the Scoring Manual for the EORTC QLQ-C30 (Fayers et al., 2001)
specifies that high scores for functioning scales should indicate high levels
of functioning, whereas high responses for the individual items indicate poor
functioning. To achieve this, the scale score is subtracted from 100 to give a
patient score of 41.7.

The main requirement for summated scales is that each item should have the same
possible range of score values. Usually it would not be sensible to sum, for example,
an item scored 1-3 for ‘not at all’, ‘moderately’, ‘very much’ with another item scored
from 1 (‘none’) to 10 (‘extremely severe’). One way to correct for this is to standardise
the items so that they have similar means and variances. However, it is usually best to
develop questionnaires so that they have uniformly rated items with similar numbers
of categories and similar ranges of score values.

Likert summated scales are optimal for parallel tests because the foundation of these
is that these each item is an equally good indicator of the same underlying construct
(see Part 1, Section 2.7). Perhaps surprisingly, summated scales have in practice also
been found to be remarkably robust and reliable for a wide range of other situations.
Thus when scoring a number of items indicating presence or absence of symptoms,
a simple sum-score could represent overall symptom burden. Similarly, hierarchical
scales — although totally different in nature from parallel tests — are also often scored in
the same way, and a high score indicates a high number of strong endorsements. Occa-
sionally multi-item scales are comprised of items that are neither consistently parallel
nor hierarchical; perhaps summated scales will still be a reasonable method of scoring.

Example from the literature

The items of the physical functioning scale of the EORTC QLQ-C30 are clearly
not parallel items. However, using the property of summated scales that higher
scores correspond to greater numbers of problems, this is the approach rec-
ommended by the EORTC Quality of Life Study Group for scoring the physical
functioning scale (Fayers et al., 2001).
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Section 15.5 explains methods of calculating sum-scores when some of the items
are missing. Essentially, the most common approach is that if at least half of the items
are present, the mean of those items is calculated and it is assumed that the missing
items would have taken this mean value.

Weighted sum-scores

It is sometimes suggested that weights should be applied to those items that are
regarded as most important. Thus, for example, an important item could be given dou-
ble its normal score, or a weight of 2, so that it would have values from 0 to 2 X (k— 1).
If there are three items in a scale, and one is given double weight, that is equivalent to
saying that this item is just as important as the other two combined. If the ith item has

a score x;, we can assign weights w; to the items and the sum-score becomes ZWI.x,..
However, empirical investigations of weighting schemes have generally found them to
have little advantage over simple summated scales.

Other methods for aggregating items into scores have been proposed, including
Guttman scalogram analysis, the method of equal-appearing intervals and multidimen-
sional scaling. These methods are now rarely used for PRO scales. In the past, factor
weights derived from exploratory factor analysis have occasionally been used when
aggregating items; in Part 1, Section 6.6, we showed that the use of factor loadings
to produce weights for scale scoring is unsound. For indicator variables, the principal
alternative to summated scales is item response theory, or IRT-scoring (see Part 1,
Chapters 7 and 8). IRT-scoring is most pertinent when items are chosen from an item
bank specifically because they are of varying difficulty, and becomes essential when
computer-adaptive tests are used.

For scales containing causal variables, or ‘formative scales’, there are other con-
siderations. Although summated scores are frequently used, causal variables should
only be included in Likert summated scales with caution. There is no reason to expect
that symptoms such as, for example, pain, dyspnoea and appetite loss will have equal
impact on patients; many investigators argue that it is more likely that some issues are
more important than others in terms of their impact, and that therefore items should
‘weighted’ to reflect their relative importance. Thus, Fayers et al. (1997a) argue that
if a scale contains several causal items that are, say, symptoms, it is surely inconceiv-
able that each symptom is equally important in its effect upon patients’ QoL. While
some symptoms, even when scored ‘very much’, may have a relatively minor impact,
others may have a devastating effect upon patients. Instead of a simple summated
scale, giving equal weight (importance) to each item, symptom scores should in theory
be weighted, and the weights should be derived from patients’ ratings of the impor-
tance and severity of different symptoms. In practice, most well-designed instruments
will only contain causal items if they that are deemed to have an important impact on
patients’ QoL. Also, for those instruments that ask about the intensity of symptoms, it is
likely that many patients may rate a symptom less severe if it impacts to a lesser extent
on their QoL (i.e. the distinction between severity and impact may become blurred). In
any event, experience suggests that summated scales are surprisingly robust to causal
items, and it has been observed that weighting makes little difference in practice
(for example, Hsieh C-M, 2012; Russell et al, 2006; Wu CH, 2008). From empirical
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studies, it has repeatedly been observed that performance of the ensuing scale scores
is relatively insensitive to the choice of weights; this has been termed the flat maxi-
mum effect (Von Winterfield and Edwards, 1982). Hand (2004) uses a mathematical
argument to explain this: if the constituent items are moderately highly correlated,
scale scores formed by equal weights (i.e. unweighted) will be fairly highly correlated
with scales that use optimal weights and will thus have similar performance proper-
ties (Hand, 2004, pp. 171-172). By performance, we mean for example that weighted
and unweighted scores will generally be found to be equally discriminative in known-
group comparisons and equally responsive to changes over time.

In an extreme case the causal variables might be sufficient causes, such that a high
score on any one of the sufficient-cause symptoms would suffice to reduce QoL, even
if no other symptoms are present. Linear models, such as Likert summated scales and
weighted sum-scores, will no longer be satisfactory predictors of QoL. Non-linear
functions may be more appropriate. A maximum of the symptom scores might be a
better predictor of QoL than the average symptom level. Utility functions are another
possibility (see, for example, Torrance et al., 1996), and these lead to an estimation of
QoL by functions of the form Yw;log(1 — x;), where x; lies between O and 1.

Although also described as formative, scales such as activities of daily living (ADL)
are solely defined by their component items, and these items are composite indicators
that do not have a causal impact on the latent variable (see Part 1, Chapter 2 for discus-
sion of causal and composite indicators). Such scales are usually summarised as an
index score formed by a linear sum-score. Most commonly equal weights are assumed,
although in some cases weighted sum-scores, with weights based on judgement of
item contribution to the index that is being formed, might be better able to reflect the
definition of the index (Bollen and Bauldry, 2011).

Norming systems: Z-scores and T-scores

A variety of norming systems have been used for psychological, personality and edu-
cational tests, to standardise both individual measurements and group means. First a
reference group is defined, which is typically a national sample of the random popula-
tion. This is used to derive the normative data, which is commonly divided by age and
gender strata. National reference samples are available for many of the most widely used
generic questionnaires, covering an increasing number of countries. The data from clini-
cal trials and other studies can then be scored by comparison with these normative data.
One of the simplest methods is percentile rank. Each subject can be given a percen-
tile ranking in comparison with the reference sample. Thus a percentage-rank score of
75 would indicate that a subject has a raw score or response that is greater in magnitude
than 75% of the reference group. A patient with a percentile rank of 50 would have a raw
score equal to the median. Percentile ranks are easily understood and communicated:
“Your quality of life is as good as that of the top 10% of the population’. However, they
suffer the disadvantage that the scale is non-linear: if we assume an underlying Normal
distribution, a change from 50% to 55% corresponds to a much smaller change in raw
score than a change in the extreme values, such as from 5% to 10% or 90% to 95%.
Z-scores are raw scores expressed in standard deviation units, and indicate how
many SDs the raw score is above or below the reference mean. If the reference sample
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has a mean of Zp,, and a standard deviation SDp,, to transform the raw score X; of the
ith patient in a trial, we use

Z,=(X,~Zy,) ! SD

Pop*

Thus Z-scores have a mean of zero, and an SD of 1. If the raw scores follow a
Normal distribution, the Z-scores will too, and it becomes easy to translate between
percentile-ranks and Z-scores.

More commonly used, 7-scores are similar to Z-scores but with a mean of 50 and
an SD of 10 (although, curiously, some well-known intelligence tests use an SD of 15).
Thus a patient’s T-score can be derived from

T, = (Z,x10) +50.

Example from the literature

Linder and Singer (2003) used T-scores to show the health-related QoL of adults
with upper respiratory tract infections (Figure 9.1). The SF-36 was used, and
the T-scores were calculated using reference values from the 1998 USA gen-
eral population National Survey of Functional Health Status. The patients with
urinary-tract infections were also contrasted against adults with self-reported
chronic lung disease, osteoarthritis and depression drawn from the same survey.
p-values are indicated, but it would have been more informative to provide
exact p-values and show 95% confidence intervals.

70
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[ Osteoarthritis
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Figure 9.1 The SF-36 health status of 318 adults with upper respiratory tract infections
(URIs). T-scores were calculated using the general USA population. The URI patients were also
contrasted against patients with lung disease, osteoarthritis and depression. Note: *p < 0.001,
tp < 0.05 for comparisons with URIL. Source: Reproduced with kind permission of Springer
Science and Business Media. Linder JA and Singer DE (2003) Health-related quality of life of
adults with upper respiratory tract infections. Journal of General Internal Medicine 18: 802-807.
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There is inconsistency over the use of the terms Z-score and 7-score. Many authors
— but by no means all — reserve the use of Z-scores to refer to data that do have a Nor-
mal distribution, if necessary by the prior application of a suitable normalising trans-
formation. For some psychometric tests this is achieved by making use of extensive
look-up percentile tables that provide the 7-score. Unfortunately, many PRO scales
have a limited number of possible categories. This, together with floor and ceiling
effects, may make it impossible to obtain a Normal distribution.

However, frequently the distributions are at least moderately close to a Normal dis-
tribution. Then, since a T-score of 30 is two SDs below the reference mean of 50,
patients with scores below 30 are outside the 95% Normal range and are in the lower
2.5% of the population. The same applies to all scales that are converted to the 7-scores
metric, making it possible to draw comparative inferences regarding which scales show
the largest departure from the population values.

IRT-based scoring

When instruments have been developed using IRT models, it is natural to use IRT-
based scoring. The process is complex, and makes use of computer software. One
major advantage of IRT models is that the relative difficulties of the items are
estimated, enabling valid scale scores to be calculated for patients who may have
answered different subsets of items. This means that allowance is automatically
made when there are missing items within a scale; it also provides the basis for
computer-adaptive tests.

Examples from the literature

Norquist et al. (2004) compared Rasch-based (one-parameter IRT) scoring
versus sum-scores, for the Oxford Hip Score (OHS) questionnaire. Data were
collected on 1,424 patients receiving total hip replacement surgery. The OHS
contains two 6-item scales, representing pain and functional impairment.
Each item has five response categories. Using the summated-scale method as
the base (1.0), the relative precision of the Rasch scores was estimated. These
varied between 0.96 and 1.48, with most of the values not representing a
statistically significant improvement over the use of summated scales. Higher
relative precisions were found for the changes in scores from baseline to one
year. The authors conclude that there may be some gains in sensitivity from
using Rasch-based scoring, although they also suggest that in some situ-
ations there may be substantial gains, such as when comparing groups of
patients.

In contrast, Petersen et al. (2005) report no gains when using IRT methods
to score the physical functioning, emotional functioning and fatigue scales of
the EORTC QLQ-C30.
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Since IRT scoring is so powerful, several authors have explored using these meth-
ods on conventionally designed instruments. In particular, scales such as those for
physical functioning will typically have items of varying difficulty, ranging from
‘easy’ tasks such as being able to get out of bed and get dressed, through to the more
difficult activities such as running long distances. These scales theoretically appear
ideally suited to IRT scoring. In practice, the gains appear to be at best modest. Per-
haps this is because in most instruments these scales are short, and the few items they
do contain have multi-category response options. Also, since the items have presum-
ably been selected using traditional psychometrics, they are less likely to be optimal
for IRT scaling.

Health-economics scores

The scoring methods described above are intended to produce a score for each patient,
summarising their overall QoL or individual dimensions and issues. These scores may
then be used for individual patient management, or averaged across patients to provide
group means.

In contrast, the aim in health-economic assessments is rather more to obtain a single
summary index that encapsulates a patient’s QoL, such that this can be combined with
other outcomes such as survival and cost, enabling the estimation of overall treatment
cost—benefit for groups of patients. This leads to fundamentally different approaches
to scoring, using utilities, as discussed in Chapter 17.

9.7 Conclusions

Designing and developing new instruments constitutes a complex and lengthy process.
It involves many interviews with patients and others, studies testing the questionnaires
upon patients, collection of data, and statistical and psychometric analyses of the data
to confirm and substantiate the claims for the instrument. The full development of an
instrument may take many years. If at any stage inadequacies are found in the instru-
ment, there will be a need for refinement and retesting. Many instruments undergo
iterative development through a number of versions, each version being extensively
reappraised. For example, the Appendix shows version 3.0 of the EORTC QLQ-
C30 and version 4 of the FACT-G. Instruments in the appendices, like many other
instruments, will have undergone extensive development along the lines that we have
described.

In summary, our advice is: Don’t develop your own instrument — unless you have
to. Wherever possible, consider using or building upon existing instruments. If you
must develop a new instrument, be prepared for much hard work over a period of
years.

Similarly, scoring should usually follow the recommendations of the instrument
developers. Unless otherwise specified by the developers, simple summations serve
well for a wide variety of scales.
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9.8 Further reading

The books listed in Section 9.2 for finding instruments (Bowling, 2001, 2004;
McDowell and Newell, 2006; Salek, 2004) also contain advice about the criteria that
should be used to inform choices. Reeve et al. (2013) recommends minimum standards
for PRO measures used in patient-centred outcomes research or comparative effec-
tiveness research. Lohr (2002) provides a useful checklist of ‘attributes and review
criteria’, as does also the EMPRO group (Valderas et al., 2008). Terwee et al. (2007)
describe criteria for measurement properties of instruments; the COSMIN group pro-
vide a thorough and comprehensive checklist for validity and other psychometric
issues (Mokkink et al., 2010).
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Clinical trials

Summary

The inclusion of PROs in clinical trials, and especially multicentre clinical trials,
presents a number of difficult organisational issues. These include standardisation
of the procedures for assessment and data collection, specification of measurement
details to ensure consistent assessment, methods for minimising missing data and
the collection of reasons for any missing responses. In particular, many trials report
serious problems of compliance, and there are problems for interpretation of results
when data are missing. Hence it is important to seek methods of optimising the level of
compliance, both of the participating institution and of the patient. In this chapter we
describe a number of methods for addressing these issues, which should be considered
when writing clinical trial protocols involving QoL assessment. A checklist is provided
for points that should be covered in protocols.

10.1 Introduction

The success or failure of the trial will depend on how well the protocol was written. A
poorly designed, ambiguous or incompletely documented protocol will result in a trial
that will not be able to answer the questions of interest. The protocol must be concise,
yet detailed and precisely worded with all the requirements clearly indicated so that the
trial is carried out uniformly by all participants. Protocols should contain a statement
about the rationale for assessing QoL or PROs, justifying their importance to the par-
ticipating clinician. Sometimes this may be brief, although a more detailed discussion
might be appropriate when QoL is a major endpoint of the study.

Poor compliance bedevils randomised clinical trials with PROs, leading to serious
problems of analysis and interpretation. In some instances the potential for bias in
the analyses could even render the results uninterpretable. Compliance can be greatly
enhanced by ensuring that all those involved in the trial, from medical staff to patients,
are aware of, and agree with, the relevance of PROs as a study endpoint.

Quality of Life: The Assessment, Analysis and Reporting of Patient-Reported Outcomes, Third Edition.
Peter M. Fayers and David Machin.
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.
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Equally, it is important to recognise that QoL assessment should be incorporated in a
clinical trial only when it really is relevant to do so. This may depend on the aims of the
trial and the precise objective in including a QoL assessment. PROs are not necessarily
relevant to all clinical trials. It may be unnecessary to measure overall QoL in small early
phase I or phase II trials, although it can be useful on an exploratory basis or as a pilot
study when developing instruments for subsequent studies. On the other hand, PROs for
particular domains of QoL may be more pertinent in early trials, and in some cases may
be the primary outcome (for example, when the objective is to treat pain). Overall QoL is
mainly of importance in phase III clinical trials. The following situations can be identified:

1. Trials in which the new treatment is expected to have only a small impact on such
clinical endpoints as long-term survival, cure or response and any small improve-
ment in the primary clinical endpoint may have to be weighed against the negative
aspects upon QoL of an intensive therapy. This appears to cover the majority of
long-term chronic diseases, including cancer.

2. Equivalence trials, where the disease course in both arms is expected to be similar
but there are expected to be QoL benefits or differences in morbidity. QoL may be
a primary endpoint in these trials.

3. Trials of treatments that are specifically intended to improve QoL. This includes
trials in palliative care, for example palliative radiotherapy for cancer and bisphos-
phonates for metastatic bone pain. QoL is most often the primary endpoint in these
studies.

4. Studies involving health-economic cost-effectiveness balanced against QoL gain.

10.2 Basic design issues

Type of study

The choice of study design is always crucial. However, in most situations the assess-
ment of QoL or PROs will have to be repeated with each subject on two or more oc-
casions, and hence the study will be both prospective and longitudinal in nature. The
design options are therefore limited in number. It could either be a follow-up study of a
single cohort of subjects with any comparisons made between subject types within the
cohort, or a two (or more) group comparison of which the randomised parallel group
trial is a specific example. Crossover designs are less frequently appropriate in QoL
studies, and in this chapter we focus on parallel-group randomised trials.

Organisational issues
There are often choices within a QoL study as to when and by who the instrument is

to be completed. Even in the context of self-completed QoL instruments there will be
occasions when help is needed, perhaps for an elderly person who can comprehend but
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not easily complete a questionnaire, or for someone with vision difficulties. It is often
important to specify whether the instrument is to be completed before or after a clinic
appointment with the responsible physician, and whether or not the physician has any
knowledge of the patient responses when conducting the medical examination. Some
of these options may influence the responses.

Mode of administration

Traditionally, questionnaires have been paper-based. Electronic approaches are also
available, such as computer touch-screens, web-based data capture and smart-phone
methods. Computer-adaptive testing, as the name implies, is founded on electronic
capture. Most studies that compare different modes of administration find small
or negligible impact on the results (e.g. McColl and Fayers, 2005; Gundy and
Aaronson, 2010), although others disagree: Hays et al. (2009) report that telephone
administration is associated with more-positive scores, with differences of up to a
half-SD.

Protocol

As with any clinical study, it is important to describe the details of the study in a pro-
tocol. In any event, this will often be a mandatory requirement of the investigators’
local ethics committee. The protocol should describe the main purpose of the study
and the target subjects or patient group. It should also address specific issues, includ-
ing the principal hypotheses and the QoL outcomes to which they relate, the definition
of ‘clinically important differences’ used for sample size estimation, and strategies for
minimising the number of missing QoL forms.

Sample size

The sample size necessary for a good chance (‘power’) of detecting a realistic target
difference should be calculated during the study design stage, and full details must
be specified in the protocol. This calculation is usually based on a PRO that is pre-
specified as the primary outcome. It depends on aspects of the analysis, which should
also be specified in the protocol, including the statistical test to be used. Examples of
sample size estimation are provided in Chapter 11.

Defining multiple endpoints

By its nature, QoL assessment tends to incur problems of endpoint multiplic-
ity — multiple PROs (items/domains), assessed at multiple time points. Chapter 11
discusses how p-values are affected by multiple significance testing. One ap-
proach that avoids much of the complexity of correcting p-values is to pre-specify a
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hierarchy of endpoints, identifying one or more PRO measures as the primary out-
comes of interest and a few additional outcomes as secondary. The analysis of all
other PRO measures is then regarded as exploratory. Similarly, if it is intended to
carry out a cross-sectional analysis, a single assessment time can be pre-specified for
the primary analysis; alternatively, for a longitudinal analysis, details of the statisti-
cal methods should be provided. It is essential that the clinical trial protocol defines
the endpoint measures and the criteria for the statistical analysis and interpretation of
results. Decisions about the handling and analysis of endpoints should be made and
recorded before recruiting patients; failure to do this may jeopardise the creditability
of a trial. Later chapters discuss in greater detail the analysis and reporting of PROs
in clinical trials.

10.3 Compliance

When QoL is assessed in a clinical trial, it is important to ensure that the informa-
tion collected is representative of the patients being studied. However, when data are
missing for some patients, a question arises as to whether the patients with missing
data differ from those who returned completed forms. As a consequence, missing data
present severe problems with the analysis and interpretation of results. Therefore the
amount of missing data in a trial should be minimised. Data may be unavailable for
two principal reasons:

* unavoidable reasons, of which the most common in some disease areas is patient
attrition due to early deaths.

* low compliance, in which forms that should have been completed by patients and
returned to the trials office may be missing; this has frequently been a serious prob-
lem in clinical trials.

Example from the literature

The Lung Cancer Working Party of the UK Medical Research Council (MRC) as-
sessed aspects of QoL with a five-item daily diary card that patients completed
at home (Fayers et al., 1997b). Only 47% of the expected patient daily diary
cards were returned, and a third of the patients provided no data at all. It was
noted that there were major differences in compliance rates according to the
centre responsible for the patient, providing strong support for the belief that
much of the problem is institution compliance rather than patient compliance.

Compliance has continued to be a problem in later MRC trials, when other
instruments have also been used, and when assessments have been made while
patients attended the clinic.
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Measuring compliance

Compliance is defined as the number of QoL questionnaires actually completed as a
proportion of those expected. The number of patients alive at each protocol assessment
point represents the maximum number of QoL forms, as patients must be excluded
upon death.

It is important to verify that the forms received have indeed been completed at the
scheduled times. For example, if the scheduled QoL assessment is on day 42 and the
corresponding QoL form is not completed until (say) day 72, the responses recorded
may not reflect the patient QoL at the time point of interest. However, it is necessary
to recognise the variation in individual patient’s treatment and follow-up, and so a
time frame, or window, may be allowed around each scheduled protocol assessment
time. The exact definitions will depend upon the nature of the trial, but the initial as-
sessment will usually be given a tight window such as no more than three days before
randomisation, to ensure that it represents a true pre-treatment baseline. During the
active treatment period, the window may still have to be narrow, but it should allow
for treatment delay. Similarly, if an assessment is targeted at, say, two months after
surgery, a window of acceptability must be specified. Later, during follow-up assess-
ments, the window may widen, particularly in diseases for which there is a reason-
able expectation of long survival and follow-up. Finally, since it is unlikely that many
patients will continue to complete forms until the day of death, when analysing and
reporting the results it may be appropriate to impose a cut-off point at some arbitrary
time prior to death.

Example from the literature

In a trial comparing two chemotherapy regimens (labelled IF and CF) for pal-
liative treatment of patients with cancer of the stomach or oesophagogastric
junction, QoL assessments were required at baseline, every eight weeks until
disease progression and then every three months until death (Curran, 2009). To
be considered evaluable at baseline, a questionnaire must have been filled in
within 15 days before randomisation. To be considered evaluable on treatment,
a questionnaire had to be filled in more than four days after the completion of
the latest infusion so as not to take into account the immediate toxicities fol-
lowing infusion. Data were to be analysed according to time windows of eight-
week periods, i.e. plus/minus four weeks of the theoretical assessment date for
assessments before progressive disease. Compliance was calculated as the ratio
of the total number of subjects with at least one evaluable questionnaire per
time window over the total number of expected questionnaires.

Table 10.1 indicates the compliance within these windows for the first five
assessment periods. The overall compliance rates were low, at 60% (IF) and
56% (CF).




264 CLINICAL TRIALS

Table 10.1 Compliance for QLQ-C30 questionnaires by protocol-planned assessment during
the first 9 months, in a trial comparing two chemotherapy treatments for advanced adenocar-
cinoma of the stomach or oesophagogastric junction

IF (N = 170) CF (N = 163)
Patients with Patients with
Number of  at least one Number of  at least one

Assessment  patients  questionnaire Rate (%) patients  questionnaire Rate (%)

Baseline 170 145 85.3 163 143 87.7
Week 8 162 97 59.9 149 79 53.0
Week 16 138 76 55.1 126 57 45.2
Week 24 106 55 51.9 91 35 38.5
Week 32 73 27 37.0 63 26 41.3

Source: Curran et al. 2009, Table 1. CC NC 4.0 (<http://creativecommons.org/licenses/by/4.0/>). Repro-
duced commercially with permission from Springer Science and Business Media.

Various trials groups use different definitions of windows, making it difficult to
compare reported compliance rates. Clearly, a group using a window of plus or minus
a week from the time of surgery might expect to report worse values for compliance
than if they used a window of plus or minus two weeks. Given this variation in defining
compliance, it is slightly surprising to find that the reported experience of several study
groups has been similar.

Causes and consequences of poor compliance

Serious problems in compliance with QoL assessments have been reported in many
multicentre clinical trials, especially in palliative trials involving poor-prognosis pa-
tients. In some trials only about half the expected post-baseline QoL questionnaires
were returned. In the palliative setting many patients are frail, and it is perhaps not
surprising that there will be a lack of enthusiasm for completing questionnaires when
death is imminent. However, poor compliance is not necessarily attributable to a lack
of patient compliance. Compliance rates have repeatedly been found to vary widely ac-
cording to institution, which has often led, perhaps unfairly, to poor compliance being
attributed to the lack of commitment by clinicians; in busy clinics, the lack of resources
for assisting patients, for example, can be an equally important institution-related com-
ponent. Thus single-centre trials can frequently achieve better compliance, especially
if a research nurse is assigned solely for the purpose of QoL collection.

When patients become increasingly ill with progressive disease, they can find it dif-
ficult to continue completing questionnaires. This poses a methodological problem for
investigators who wish to assess effects in settings such as palliative care during the
terminal stages of disease, because it is highly likely t